
India’s AI Policy Priorities White paper Series

STRENGTHENING AI GOVERNANCE 
THROUGH TECHNO-LEGAL 

FRAMEWORK
January 2026



Prepared by:
  
Mr. Animesh Jain, Senior Policy Fellow
Mr. Kunal Thakur, Policy Analyst
Dr. Tejal Agarwal, Technical Staff 

Office of the Principal Scientific Adviser to the Government of India

Acknowledgement

This white paper has been prepared with inputs and feedback from domain experts, 
stakeholders, and colleagues during various stages of its development. We are grateful to to 
have received advise, review and inputs from Dr. Preeti Banzal, Adviser/Scientist 'G', Office 
of the Principal Scientific Adviser to the Government of India; Professor B. Ravindran, 
Centre for Responsible AI (CeRAI) at IIT Madras; Prof. Mayank Vatsa, IIT Jodhpur, Mr. 
Abilash Soundararajan, Founder & CEO, PrivaSapien, experts from iSPIRT: Dr. Shyam 
Sundaram; Dr. Sunu Engineer,  Dr. Krishna Ravi Srinivas, adjunct professor at NALSAR 
University of Law, Hyderabad; Mr. Vibhav Mithal, Associate Partner, Anand and Anand; and 
Ms. Seerat Jabeen, Centre for Communication Governance . The views expressed in this 
paper do not necessarily reflect those of the reviewers, contributors, or their respective 
institutions.



About: White Paper Series on Emerging Policy Priorities for India's AI Ecosystem

To foster informed deliberation and action among stakeholders engaged in shaping India's 
artificial intelligence (AI) policy and governance landscape, the Office of the Principal 
Scientific Adviser to the Government of India is producing this White Paper Series. These 
papers are conceived as explanatory briefs that examine specific policy issues and their 
associated nuances, with the aim of enabling broader understanding and constructive soci-
etal engagement. The White Papers are developed by drawing on collective insights from the 
extended AI ecosystem, including inputs from multi-stakeholder consultations, bilateral and 
multilateral AI policy engagements, and subsequent expert reviews. They are intended solely 
as explanatory documents that highlight identified policy priorities and stimulate further 
discussion. The views presented in these White Papers should not be construed as formal 
policy positions of the PSA Office.





“AI is already reshaping our polity, our 
economy, our security and even our 
society. AI is writing the code for 
humanity in this century.” 

“During our G20 Presidency, we built a 
consensus on Harnessing AI Responsibly, 
for Good, and for All. Today, India leads in 
AI adoption, and techno-legal solutions on 
data privacy.”

Hon'ble Prime Minister Narendra Modi 
during AI Action Summit in Paris, Feb 11, 2025
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1. Introduction

The rapid advancement of Artificial 
Intelligence (AI) is creating oppor-
tunities for innovation but also 
poses governance challenges. 
Owing to AI’s rapidly evolving, 
adaptive, and borderless nature, 
conventional regulatory 
approaches are proving inadequate. 
Traditionally, regulation has relied 
on “command-and-control” laws, 
which mean that organizations 
must comply with the formal rules 
set by competent authorities, often 
under penalty of law. In response to 
the regulatory gaps posed by AI’s 
unique characteristics, 
policymakers around the world are 
exploring various methods to 
govern AI in a manner that har-
nesses the innovation potential 
while also safeguarding social and 
ethical values. India requires an AI 
governance framework that is pro-
innovation yet robust enough to 
protect society from associated 
risks and harms.

Currently, India’s AI governance is 
guided by baseline regulations 
(such as the IT Act 2000, BNS 
2023, and DPDP Act 2023 
[15][16]), Intellectual Property 
Rights laws, sectoral guidelines 
(from regulators such as RBI [8], 
SEBI, ICMR etc.) and, policy 
advisory guidelines (e.g., India AI 

Governance Guidelines 2025) [13]. 
While this set the broad guidance, 
there are also sector-agnostic 
voluntary frameworks that the 
ecosystem may adopt, which 
includes ISO/IEC 42001 (AI 
Management System standard 
adopted by BIS), fairness standards 
framed by the Standard for 
Fairness Assessment and Rating of 
Artificial Intelligence Systems" 
(TEC 57050:2023) etc), [18]. This 
operates alongside MeitY’s pro-
posed amendments to the IT Rules, 
2021 on synthetically generated 
information [15], and other govern-
ment-led initiatives such as Safe & 
Trusted AI pillar of the IndiaAI 
mission. 

Scan the QR Code to 
access the IndiaAI 
Governance Guidelines
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While these baseline regulations 
and frameworks provide safe-
guards, they are not specifically 
designed to address the emerging 
and unknown complexities arising 
from the AI’s development, adop-
tion, deployment, and population 
scale usage. These complexities 
may include breach of privacy, 
security, fairness (violated by being 
biased), intellectual property and 
safety (misinformation and 
deepfake), resulting in public harm 
and loss of trust. Moreover, gaps 
remain in the application of existing 
laws to AI-related harms and risks. 
For instance, certain provisions of 
the Information Technology (IT) 
Act, 2000, such as Section 66D 
(cheating by personation using a 
computer resource) and Sections 
67, 67A, and 67B (relating to 
obscene or sexually explicit con-
tent) apply only to limited catego-
ries of deepfakes. Similarly, Section 
356 of the Bhartiya Nyaya Sanhita 
(BNS), 2023, which addresses 
defamation, may be invoked where 
a deepfake harms an individual’s 
reputation, but only after the harm 
has occurred and been reported, 
highlighting the largely reactive 
nature of existing laws.         

However, as per the AI governance 
guideline report, these gaps can be 
addressed through sector-specific 
guidelines and targeted amend-
ments to existing laws, rather than 
through the enactment of a sepa-
rate, standalone AI law. But, at the 
same time, there is a growing need 
for a life-cycle based AI governance 
framework to enable effective 
implementation of existing 
laws/guidelines. India’s vast socio-
economic diversity, evolving digital 
infrastructure, and innovation-led 
growth further highlight the need 
of AI governance framework that 
reflects its unique requirements 
rather than mirroring external 
templates. In view of the contextual 
realities in the Indian ecosystem, a 
combinatorial approach with an 
appropriate balance of technical 
and legal instruments, collectively 
referred as “techno-legal” approach 
is proposed. 

Definition: The techno-legal 
approach to AI governance could 
be defined as the integration of 
legal instruments, rule-based 
conditioning, regulatory oversight 
and technical enforcement mecha-
nisms embedded with the technical 
architecture by design. This 
approach ensures that governance 

Photo caption 1: 
Lorem Ipsum is 
simply dummy 
text of the 
printing and 
typesetting 
industry
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is not merely a set of external 
constraints (or post-facto rules) 
but an intrinsic feature of any AI 
system, adaptable to evolving risks 
and contexts. 

The techno-legal approach not only 
supports responsible innovation 
but also promises that AI technolo-
gies, irrespective of whether they 
are developed domestically or 
sourced from abroad, are aligned 
with the technical, legal, and ethical 
norms of the country. It is identi-
fied as a potential governance 
model that is transparent (for 
accountability and IPR compli-
ance), explainable (in terms of 
performance and protection), 
provable (with reference to techni-
cal safeguards) and enabling 
(towards unlocking data and AI for 
innovation), making it contextually 
relevant, and aligned with India’s 
constitutional values and develop-
mental priorities.

The foundation of techno-legal 
regulation starts with: 

Why: To meet the fundamental 
rights of citizens enshrined in the 
constitution to live with privacy, 
security, safety, access to fair 
information and earn for their work 
in the digital and AI era.    

What: To ensure that the AI 
systems are trained, developed, 
deployed, and used in a way that 
protects citizens’ privacy, security, 

safety, and ensures fair treatment, 
which are the primary attribute of 
Safe and Trusted AI.

How: To ensure that primary 
attributes of safe and trusted AI are 
respected and followed, there 
should be technical safeguards and 
governance mechanisms (which 
may be non-technical) that 
together can help ascertain trans-
parency, accountability, 
explainability, provability, and the 
enabling nature of the AI system 
across its lifecycle. 

Lifecycle Stages: To ensure that 
the primary attributes of safe and 
trusted AI are complied with across 
all five stages of the AI lifecycle, 
namely :  (1) data collection (which 
includes conception stage and 
covers all types of data, extending 
beyond personal data), (2) data in 
use protection (by technical and 
non-technical measures); (3) AI 
training & model assessment, (4) 
Safe AI inference cycle (includes 
responsible AI implementation) , 
and (5) trusted agents (which 
includes discriminative AI systems, 
generative AI systems and agentic 
AI), a techno-legal framework may 
be put in place [18]. 
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scale and consistency of enforcement through standardized, automated 
checks 01
measurable accountability via logs, attestations, and audit trails

inclusive, low-cost compliance that leverages Digital Public 
Infrastructure (DPI) to support smaller firms and public agencies 

future-readiness, allowing rapid calibration in response to evolving risks 
or model updates 

03
02

04

Prioritizing techno-legal governance can strengthen
India’s AI governance framework in four ways: 

Figure 1: Founding pillars of Techno-legal Regulation (Source: Presented during roundtable 
discussion on “Techno-Legal Regulation for Responsible, Innovation-Aligned AI Governance” held on 

nd22  December 2025 at the Office of PSA, New Delhi)
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Techno-legal approach has a 
potential to unlock value of techno-
logical-innovations for India while 
ensuring safety and responsible 
adoption of AI towards the coun-
try’s population. It is a framework 
to use technology the right way 
with right controls to achieve the 
dual objectives of “innovation and 
safety” rather than “innovation vs 
safety.”  Successful examples of this 
approach can be seen in India’s 
Digital Personal Data Protection 
(DPDP) Act 2023, which has 
matured over a period and in RBI’s 
FREE-AI recommendations, Nov 
2025 [36]. Rather than legal and 
technical requirements operating in 
silos, the regulatory expectation is 
to prevent harm to people (and 
society) with technical safeguards 
as a legal obligation across the AI 
life cycle, while not compromising 
on the innovation potential.

The formulation and implementa-
tion of a techno-legal AI gover-
nance framework, in addition to 
ecosystem participants, would 
primarily engage sectoral regula-
tors and regulated entities required 
to comply with applicable regula-
tions. The roles and sequencing 
described below are illustrative and 
reflect a flow in a sectoral regula-
tory context, where a regulator 

issues guidelines or requirements, 
based on applicable legal instru-
ments, and regulated entities within 
that sector operationalise them 
through internal governance, 
processes, and technical controls. 
The specific steps, actors, and 
obligations may vary by sector, use 
case, and applicable legal instru-
ment. Accordingly, a techno-legal 
approach would broadly constitute 
the following components/stages 
with their roles defined as

(a ) Law (an applicable legal instru-
ment) to focus on enabling inno-
vation while balancing control 
with technical safeguards 
grounded on legality. Prevention 
of harm to people/society 
proactively with due process and 
technical controls to be prioritised 
and incentivised

(b )Rules, framed under a Law to 
provide a clearer direction to the 
industry on the obligations for 
process and technical safeguards 
across various scenarios, require-
ments for exemptions and compli-
ance across the AI lifecycle,

(c ) To adapt to the evolution of AI, 
the techno-legal approach also 
leaves space for interpretation (as 
implementation may depend on 
the size of an organization or to a 

2. Understanding Techno-legal Approach to 
    AI Governance
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particular situation) and for the 
creation of necessary frameworks 
and standards.

(d) Regulatory mechanism to be 
constituted to provide guidance, 
hear grievances and pronounce 
decision on complaints, (e.g. the 
Data Protection Board envisaged 
under the Digital Personal Data 
Protection Act.) This role could 
also be performed by the courts for 
laws whose enforcement case is 
before the courts. 

(e) Techno-legal approach also to 
be operated at an organizational 
level. The Board of Directors of an 
organization have the ethical 
responsibility of taking care of their 
customers, serving them safely and 
responsibly. For this, they have to 
construct organizational structure 
that aligns with the laid-out regula-
tion. 

(f) The organization structure may 
include a Techno-legal governance 
team, or any other team within an 
organization responsible for AI 
initiatives.  This team’s responsibil-
ity is to protect the organization 
(e.g. data fiduciary)’s data and to 
manage the risks of AI by putting in 
place policies, frameworks, prac-
tices, processes, and technical 
controls. Technical safeguards must 
be taken care of by this team.

(g) Technical and Policy teams to 
take input from the techno-legal 
governance team and ensure that 
the policies, frameworks, practices, 
processes, and technical controls 
are implemented properly across 
the lifecycle.

(h) For clarity, protection of pri-
vacy is only one control. The 
technical controls should be con-
ceptualized by first identifying the 
Responsible AI attributes to be 
achieved (such as safety, transpar-
ency, and accountability) and then 
designing relevant controls to 
implement those features 
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At the execution level, techno-legal 
framework may evolve from a law 
to rules to guidance to standards to 
protocols to various frameworks 
based on organizations and various 
levels of associated risks. 
Regulators and/or Courts (if 
applicable) could provide guidance 
on various attributes of 
Responsible AI and its mitigation 
depending upon the level of 
maturity of existing laws and 
obligations for each attribute. 

In a nutshell, a techno-legal 
approach supplements the 
traditional regulatory mechanisms 
with modern governance tools and 
digital processes that embed 
compliance into technology. 
Instead of enforcing rules only after 
deployment, this approach encodes 

legal obligations directly into 
technical artefacts and system-level 
controls (such as consent-based 
access control, privacy-enhancing 
technologies, privacy-preserving 
machine learning, Data poisoning 
detection, data and AI threat 
modelling, data and AI impact 
assessment, LLM and agentic 
Guardrails [25][27]) directly at the 
design and development stage, 
allowing system controls to support 
compliance on an ongoing basis. 
This reduces the risk of gaps, 
misuse, and regulatory breaches 
during operation. When combined 
with human oversight, these 
measures enable compliance to 
occur at the point of data 
collection, model training, and 
deployment. By tracing and 

Figure 2: An indicative 
diagram for techno-legal 
governance mechanism



08

recording actions across the AI 
value chain, stakeholders can 
detect early risk, establish 
accountability, and scale 
monitoring through regulatory 
technology (“RegTech”)[1] tools, 

such as real-time bias detection[2]. 
These technological tools, when 
integrated with legal aspects may 
support the evolution of robust 
techno-legal framework. 

The importance of this approach 
lies in its ability of proactive 
identification and mitigation of 
risks before they manifest as harm; 
efficient oversight at both national 
and cross-border scales; clear 
allocation of responsibility among 
developers, deployers, and 
operators; and enhanced public 
trust through demonstrable 
privacy, security, fairness, and 

transparency. As emphasized in the 
India AI Governance Guidelines 
[13], rather than forcing compliance 
through regulation, the aim is to 
encourage voluntary guidelines and 
create a balanced model, which 
combines baseline legal 
requirements with tech-driven 
enforcement for a stronger and 
reliable governance framework.

 India's unique approach to Responsible AI 

Objective 

Empowers innovation with governance and technical controls across the AI  lifecycle, 
thus driving "Responsible AI by design" in a techno-legal way. This AI  Governance 
approach is “law plus”, including voluntary frameworks, to drive  innovation.  

Approach 
Solution oriented and techno-legal approach to developing, deploying, and using 
AI across its lifecycle while mitigating risks, providing clarity for AI ecosystem. 

Key 
Difference 

Provides a path to unlock data and AI with right governance and technical controls  
to accelerate innovation. Preventing risks with governance and technical controls  
across the lifecycle is prioritized and incentivized. 

Larger deployments touching more citizens and /or deployments associated with  
higher perceived risks should have advanced levels of governance, transparency,  
and technical controls. (like stricter compliance defined for Significant Data  
Fiduciaries (SDF) in Digital Personal Data Protect (DPDP) Act).  
The scale of perceived risk of potential harm and not having "Responsible AI by  
Design" control can determine penalties (like as provisioned in DPDP Act ). 

Outcome 

Balances innovation with risk mitigation using technical control and governance. 
Current laws are adhered to and utilized to full extent, and they are complemented  
with voluntary frameworks. This clarity for AI development can accelerate 
investment, startups and AI  developers, enterprise adoption, and global leadership.  
"Responsible AI by Design"  at population scale can result in global trust and 
adoption. 

Incentivisation
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3. Safe and Trusted AI Across the AI Lifecycle

echnology should be focused Ton solving real world prob-
lems while protecting 

citizens from harm across various 
dimensions or attributes of 
Responsible AI. While starting AI 
journey, an organization must 
clearly identify with an AI opportu-
nity or an AI use case, which can 
unlock value for the organization 
and its users. Proper understanding 
of business, technical and legal 
requirements, value generated by 
the initiative and utility to the 
customer is essential. Along with it 
is equally important to understand 
the risk that may emerge at various 
stages of the AI life cycle and 
potential mitigation strategy for the 
same. 

During execution at each stage, it is 
important to meet the AI develop-
ment & deployment requirements 
along with necessary risk gover-
nance and control requirements 
with technical safeguards. This 
results in building “Responsible AI 
by Design” solutions which can be 
the foundation of compliance, trust, 
and global adoption. Model training 

and Safe AI inference may include 
discriminative AI models and 
generative AI models. Many 
Deployment scenarios may stop at 
Safe AI inference and may not have 
agentic solutions, which is not 
mandatory.

Each stage of the lifecycle involves 
one or more organizations and pass 
on the result downstream. It is 
important for the downstream 
entities and AI deployers to ensure 
that they choose compliant 
upstream solutions and build on top 
of it in a compliant way. 

I invite researchers, industry lead-
ers, policymakers and citizens to 
read, reflect and engage. Together 
we can build an India where drone 
technology enhances prosperity, 
strengthens security and upholds 
democratic values.The following 
section outlines various risk types, 
methods for risk identification, 
potential impacts arising from 
negligence, and the corresponding 
indicative mitigation controls and 
benefits:
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Figure 3: An indicative diagram of lifecycle journey of AI use-case

a. Data Collection Stage: 

Risk: The data collection stage is 
foundational to building compliant, 
safe, and trustworthy AI systems. 
This follows the conception stage 
where an organization has clearly 
identified an AI opportunity or an 
AI use case, which can unlock value 
for the organization and its users. 
This also covers all types of data. 
Risks at this stage arise when data is 
collected without a clear under-
standing of its privacy, safety, 
intellectual property, security, and 
fairness implications.

• Privacy risk: Collection of per-
sonal, sensitive, or re-identifiable 
information without proper 
consent, lawful basis, or purpose 
limitation can lead to personal 
data breaches and regulatory non-
compliance. 

• Safety risk: Inclusion of malicious, 
harmful, deepfake, or inappropri-
ate content in datasets can result 
in unsafe or harmful AI behaviors. 

• Intellectual property risk: 
Inclusion of proprietary data, 
covered by intellectual property 
laws, can result in ambiguity 
regarding its use to build an AI 
system. 

• Security risk: Poorly governed 
data sources may introduce risks 
such as data poisoning, credential 
leakage, or exposure of propri-
etary data through shared or 
third-party datasets. 

• Fairness risk: Skewed, incomplete, 
or unrepresentative data collection 
can embed bias, resulting in 
discriminatory or unfair AI out-
comes. 

Potential Impact of Negligence: 

• Non-compliance with data protec-
tion and AI regulations 

• Increased likelihood of biased, 
unsafe, or untrustworthy AI 
systems 

• Downstream risks that are difficult 
or costly to remediate post-
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• training 

Controls & Benefits: 

• Data governance frameworks and 
risk assessment at ingestion 

• Data Protection Impact 
Assessment (DPIA) and AI risk 
assessments prior to data 
onboarding 

• Data classification, source valida-
tion, and consent verification 

• Quantification of risk using 
techniques such as Privacy Threat 
Modeling [24] and documented 
recommendations before use 

• Enables early risk prevention, 
transparency, and readiness for 
global AI deployment 

b.  Data in Use Protection 
Stage

Risk: Data in Use protection for 
model training is one of the most 
critical phases, which is high on 
penalty for non-compliance and is 
also irreversible post-training. 

• Privacy risks: unauthorized access, 
over-retention, secondary use 
beyond original purpose of the 
training data, or lack of consent 
management 

• Safety risks: uncontrolled use of 
inappropriate datasets in training 
pipelines. 

• Security risks: weak access con-
trols, lack of encryption, insider 
threats, and exposure of data to 
undesired parties, third-party 
tools, or external model APIs. 

Potential Impact of Negligence: 

• Regulatory non-compliance 
(DPDP, GDPR etc.) 

• Breach notifications, penalties, and 
reputational damage 

• Loss of trust in AI outputs due to 
opaque data handling 

• Inadequate representation and 
biased decision-making

• Breach of intellectual property 
rights

Controls & Benefits: [20] [21] [23]

• Privacy-enhancing technologies 
(PETs) for controlling risk at the 
data in use and model training 
stage.  

• PETs like Expert grade 
anonymization, Synthetic Data, 
Differential Privacy with mathe-
matical guarantee of output 
privacy.

• Fairness, Security, and Safety-
enhancing processing of data 
should be completed and verified 
before starting model training  

• Data lineage, audit logs, and 
retention controls
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• Data Threat Modeling such as 
Privacy Threat Modeling, Data 
Fairness, safety, and security 
assessment, and DPIA/ AI Impact 
Assessment is to be approved 
before using data for model 
training 

• Using digital contracts to stan-
dardize data-sharing terms, data 
privacy preserving techniques and 
enabling trusted execution envi-
ronment as confidential comput-
ing/ Confidential Clean Rooms, to 
ensure appropriate security of 
sensitive datasets (finance, health, 
commerce) and isolation of mod-
els and rest of the systems.

• Enables provable compliance, 
reduces breach impact, and sup-
ports global AI deployment 

c. AI Training & Model 
Assessment Stage

Risk: At the model training and 
evaluation stage, risks arise from 
model selection, training data 
quality, and evaluation rigor. 

• Privacy risks: memorization of 
personal data and model inversion 
attacks.

• Safety risks: training on unsafe, 
malicious, or hallucination-prone 
datasets. 

• Security risks: training-time 
attacks such as data poisoning or 

backdoor insertion. 

• Fairness risks: emerge if bias is not 
measured and mitigated. 

• Explainability risks: occur when 
opaque or overly complex models 
are deployed without justification. 

Impact of negligence: 

• Deployment of vulnerable, pri-
vacy-violating, biased, or unsafe 
models 

• Regulatory exposure due to lack of 
transparency and documentation 

• Reduced reliability and stake-
holder confidence 

Controls & Benefits: [22]

• Model risk assessment and 
benchmarking 

• Scoring models for Privacy, Safety, 
Security, Fairness and 
Explainability (e.g., red-teaming, 
stress testing) 

• Validating Transparency, 
Provability of compliance and 
Automation for enablement & 
compliance of model development 
process  

• Enables informed model selection, 
transparency, and clarity of 
residual risk 

• Do an AI impact assessment for 
model selection from a host of 
candidate models based on the red 
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• teaming scoring results 

• Clarity and transparency of model 
selection, resulting in accelerated 
AI adoption and trust 

d.  Safe AI Inference Stage 

Risk: Responsible AI implementa-
tion remains relevant for this stage.  
During inference, AI systems inter-
act with real users and live data, 
making this stage highly exposed. 

• Privacy risks: unintended disclo-
sure of sensitive information in 
responses. 

• Safety risks: hallucinations, harm-
ful outputs, and prompt-based 
manipulation. 

• Security risks: prompt injection, 
model extraction, and adversarial 
attacks. 

• Fairness risks: in real-time deci-
sion-making impacting individuals 
or groups. 

Impact of negligence: 

• User harm or misinformation 

• Data leakage during inference 

• Exploitation of AI systems by 
external actors 

Controls & Benefits: 

• Prompt & RAG (Red (high 
risk/urgent), Amber (medium 
risk/caution), and Green (low 

risk/on track) level risk identifica-
tion of usage for privacy, safety, 
security, and fairness 

• Mitigation of risk with inline risk 
tagging and mitigation using 
pseudonymous inference or 
redaction or blocking 

• Runtime monitoring, AI 
adversarial attack detection, and 
alerting 

• Responsible AI firewall that works 
as a controller for Gen AI usage 

• Ensures safe and controlled AI 
usage, reducing misuse, breach 
risks and accelerating adoption

e. Trusted Agents Stage

Risk: With the emergence of agentic 
AI, risks escalate as systems gain 
autonomy, tool access, and decision-
making power. It is clarified that 
agentic AI systems may include 
individual AI agents, which may be 
discriminative AI models or genera-
tive AI models.

• Privacy risks: excessive data access 
and cross-system data leakage. 

• Security risks: unauthorized 
actions, privilege escalation, and 
misuse of credentials. 

• Safety risks: agents acting beyond 
the intended scope. 

• Governance risks: arise if agent 
behavior is not observable or 
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Figure 4: Safe and Trusted AI Across the AI Lifecycle

• auditable. 

Outcome/Impact:

• Large-scale automated failures 
or misuse 

• Compounded security and 
compliance breaches 

• Loss of organizational control 
over AI actions 

Controls & Benefits: 

• Agent identity, authentication, 
and authorization along with 

trusted agentic attributes 

• Firewalling based on context 
boundary and description-based 
usage 

• Continuous monitoring, behavior 
logging, and kill switches 

• Policy-based orchestration and 
governance frameworks 

• Establishes a trusted ecosystem 
of AI agents that unlock value 
while remaining controlled and 
compliant. 
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4.  Technological pathways to Techno-Legal
    AI Governance  

a) Government-Led Initiatives 

The Government of India, through 
recent initiatives, has signaled 
growing consideration of a techno-
legal approach through the IndiaAI 
Missions’ “Safe & Trusted AI” pillar, 
which focuses on developing 
indigenous tools, frameworks, and 
mechanisms to embed ethics and 
safety in AI systems. 

In 2024, MeitY launched a national 
call for proposals on “Responsible 
AI” to build practical solutions that 
could be adopted by both govern-
ment and industry. Eight proposals 
were selected from Indian universi-
ties and partners, covering areas 
such as Machine Unlearning, 
Synthetic Data, Bias Mitigation, 
Explainability, Privacy-Enhancing 
Strategies, Algorithm Auditing, 
Governance Testing, and Ethical 
Certification [3].  The Machine 
Unlearning (IIT Jodhpur) proposal 
enables models to “forget” specific 
data influences, supporting lawful 
withdrawal, consent revocation, 
and data erasure requests under 
emerging data protection regimes 
[34]. Synthetic Data (IIT Roorkee) 
facilitates privacy-preserving model 
testing [35], while Bias Mitigation 
in Healthcare (NIT Raipur) inte-
grates fairness checks into model 

validation. Explainable and 
Privacy-Preserving AI (DIAT Pune) 
and Privacy-Enhancing Strategies 
(IIT Delhi, IIT Dharwad, IIIT-Delhi, 
and TEC) advance lawful, secure, 
and interpretable AI development. 
Tools such as Nishpaksh and 
ParakhAI standardize fairness 
audits and participatory algorith-
mic evaluation, while Track-LLM 
introduces a governance testing 
framework for large language 
models [11][19].

Building on the success of the first 
call, MeitY’s second Expression of 
Interest (EoI) [4] focused on 
enforcement-oriented tools, includ-
ing mechanisms to distinguish 
synthetically generated media 
through clear disclosure and 
persistent identifiers, stress-testing 
frameworks, deep-fake detection, 
and risk assessment protocols. Five 
projects were selected: Saakshya 
(IIT Jodhpur & IIT Madras) and AI 
Vishleshak (IIT Mandi) for Audio-
Visual deepfake detection and 
handwritten signature forgery 
detection, Bias Mitigation (Digital 
Futures Lab & karya) for evaluating 
Gender Bias in Agriculture LLMs- 
Creating Digital Public Goods 
(DPG) for Benchmarking and Fair 



16

Data Work, and Anvil (Globals 
ITES Pvt Ltd & IIIT Dharwad) for 
Penetration Testing & Evaluation 
Tool for LLM and Generative AI. 
These projects represent important 

technology-driven efforts to 
promote the responsible develop-
ment of AI [11][19].

b) Enabling Technologies for Techno-Legal Measures

Several technical measures and 
tools emerging from these initia-
tives demonstrate how legal and 
regulatory objectives may be 
operationalized through technol-
ogy, particularly in addressing 
privacy and security breaches, 
content authentication, 
cybersecurity risks, and algorithmic 
bias:

a. AI Auditing Toolkits like 
Nishpaksh (for fairness audit-
ing) and ParakhAI (for partici-
patory algorithm auditing), 
highlight the recognized impor-
tance of the structured, 
enforceable measures to ensure 
fair and responsible develop-
ment of AI in India, where the 
existing social diversities can 
potentially deepen due to the 
algorithmic bias in AI systems. 

b. Bias mitigation techniques, 
spanning pre-training, in-
training, and post-training 
interventions, reduce discrimi-
natory outcomes. Recent 
causal-model-based approaches 
further strengthen bias mitiga-
tion by generating fair datasets 
that preserve sensitive features 

for auditing without allowing 
them to influence decisions [10].

c. Privacy-enhancing technolo-
gies [21] [23][25][26], such as k-
anonymity, t-closeness, and 
differential privacy enable 
generalized and anonymized 
data sharing with mathematical 
guarantees. Techniques such as 
synthetic data generation and 
differentially private querying 
allow model training and data 
analysis without exposing 
sensitive information. 
Cryptographic measures includ-
ing zero-knowledge proofs and 
secure multi-party computation 
facilitate collaboration among 
multiple entities or verification 
of computations without 
revealing underlying private 
data.

d. Advanced compute methods 
such as confidential computing 
with trusted execution environ-
ments, homomorphic encryp-
tion, and federated learning 
support secure 

  computation on sensitive or 
distributed data, enabling 
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compliance with privacy and 
security requirements while main-
taining analytical utility, thereby 
fostering responsible, privacy-
preserving, and trustworthy AI 
deployment.[23]

e) Vulnerability scanning for AI 
algorithms, real-time anomaly 
detection, AI Red teaming, and 
secure model update mecha-
nisms ensure cybersecurity and 
“secure-by-design” principle, 
also followed by the United 
States to embed enforceable 
security compliance, ensuring 
resilience against adversarial 
threats [12][25].

f) Prompt-level detection tech-
niques such as tokenization, 
pseudonymous inference, or 
Role Based Access Control 
(RBAC) address privacy risks 
(personal information leakage), 
Safety concerns, Security 
threats (AI adversarial attacks, 
and confidential information 
breaches). Context-based 
firewalling provides an addi-
tional layer of protection by 
enforcing dynamic policies 
based on the sensitivity and 
context of the data, ensuring 
secure, safe, and privacy-
preserving AI interactions 
[28][29][30].

g)  Tools like content provenance  
[7] show potential of a techno-

legal strategy where regulatory 
obligations (e.g., mandatory 
labeling of AI-generated con-
tent) may be enforced through 
automated, scalable technical 
means. Additionally, other 
measures may serve as an 
adjunct technological measure, 
useful in certain regulated or 
high-trust environments, but 
not as the primary safeguard.

h)  Embedding “responsible AI by 
design” principles into AI 
regulation could involve man-
dating an adversarial robustness 
toolbox  [9] for AI models that 
are deployed in high-risk areas. 
Further, these technical mea-
sures can be integrated into 
techno-legal frameworks by 
mandating regular algorithmic 
audits by the developers of 
high-risk AI systems. 

I)  Agentic Red Teaming methods 
such as Agent Index and Facts 
Layer techniques track agents 
and their attributes for account-
ability and consistency, while 
Agentic Firewall enforces real-
time control over agent behav-
ior, context, and conversation to 
ensure secure and responsible 
interactions [31][32][33].

Furthermore, integrating techno-
legal AI governance tools with 
India’s DPI can significantly 
enhance their effectiveness and 
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scalability. India’s DPI, such as 
Aadhaar, Digi Locker, and Unified 
Payments Interface (UPI), provides 
a secure and interoperable founda-
tion for embedding techno-legal AI 
governance directly into opera-
tional digital systems. DPI’s core 
features: interoperability, consent-
based data access, and auditability 
enable technical compliance tools 
to be integrated across the AI 
lifecycle rather than treated as 
external safeguards. Another key 
example is the Data Empowerment 
and Protection Architecture 
(DEPA), which may enable pur-
pose-limited and consent-driven 
data sharing through digital con-
tracts, privacy-preserving algo-
rithms, and confidential clean 
rooms for AI model training [23]. 
When combined with other techni-
cal tools and features such as audit 
logging, bias evaluation, and 
machine unlearning, DEPA can 
function as a techno-legal enforce-
ment layer, translating legal obliga-
tions into automated and verifiable 
technical controls.

Early adoption of DPI- and DEPA-
integrated techno-legal approaches 
may potentially reduce long-term 
compliance costs and create strate-
gic advantages for startups and 
enterprises. In addition, test-beds 
and pilots anchored in DPI ecosys-
tems are essential to validate these 
tools under real-world conditions 

before deployment at scale. While 
integration of such process flow in 
data sharing and model training 
may initially require additional time 
and resources, it enables lawful and 
secure data access, safety-by-
design, reduced regulatory risk, and 
increased global trust in Indian AI 
systems. [23]

At present, these technologies 
function primarily as governance 
enablers, and have significant 
potential to strengthen responsible 
AI deployment. Many tools are still 
evolving in terms of regulatory 
standardization, formal legal 
recognition, and evidentiary status, 
to independently generate verifi-
able compliance outcomes. 
Moreover, as adoption stands, 
further validation through real-
world operational workflows will 
enhance insight into their 
scalability, accuracy, and institu-
tional feasibility. This poses an 
important opportunity for collabo-
rative experimentation between 
academic institutions, industry 
stakeholders, and regulators. Such 
efforts may focus on designing, 
developing, and deploying techno-
legal tools that translate applicable 
legal requirements into concrete 
technical workflows capable of 
producing verifiable, auditable, and 
enforceable compliance outcomes.

As aforementioned technologies 
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mature, the cost of compliance is 
likely to decline. However, success-
ful adoption will depend on tar-
geted capacity building, including 
executive awareness, clear mapping 

of legal duties to technical safe-
guards, lifecycle-level training, and 
organizational structures for AI 
risk management.
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5. Operationalization of India’s 
    AI Governance Framework

The success of any policy instru-
ment depends on its effective 
operationalization. Thus, alongside 
tool development, it is essential to 
strengthen the broader AI gover-
nance ecosystem comprising 
Industry, Academia, Government, 
AI model developers, deployers and 
AI-users. It is equally essential to 
identify gaps in the current ecosys-
tem and address them periodically 
through updates to extent: rules, 

regulations, and guidelines. To 
achieve this goal, the AI gover-
nance guideline report has pro-
posed institutional mechanism such 
as AI Governance Group (AIGG), 
Technology & Policy Expert 
Committee, AI safety Institute, AI 
Incident Database, and Voluntary 
frameworks and Vountary Industry 
commitments, while strongly 
advocating for the whole-of-the 
government approach.

The AI Governance Group (AIGG), 
chaired by the Principal Scientific 
Advisor to the government of India 
and comprising representatives 
from various government minis-
tries, regulators and policy advisory 
bodies, will enhance coordination 
among ministries and regulators, 
addressing the current fragmenta-
tion in governance and operational 
processes. Within the techno-legal 
governance context, such coordina-
tion will help establish uniform 
standards for responsible AI 

principles, which are explainable, 
provable, and enabling across 
sectors. In addition, the AIGG will 
play a key role in operationalizing 
the Techno-Legal Governance 
Framework by:

• Promoting responsible AI 
innovation and the beneficial 
deployment of AI in key sectors.

• Studying emerging AI risks, 
identifying regulatory gaps, and 
recommending necessary legal 
amendments.

I)AI Governance Group (AIGG)
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To support AIGG, a dedicated 
TPEC within the nodal ministry 
(MeitY) is proposed. It would pool 
multidisciplinary expertise from 
areas such as Law, Public Policy, 
Machine Learning, AI safety, 
cybersecurity, and public adminis-
tration etc. The TPEC will assist 
AIGG on matters of national 
importance in relation to AI policy 

and governance, including global 
developments in AI policy and 
Governance, potential risks and 
regulatory gaps, and new and 
emerging capabilities of AI. It will 
also serve as a link between gov-
ernment, industry, and academia to 
ensure that tested and reliable 
methods are adopted in practice. 

II) Technology and Policy Expert Committee (TPEC)

III) AI Safety Institute (AISI)

The AI Safety Institute (AISI) will 
act as the primary centre for 
evaluating, testing, and ensuring 
the safety of AI systems deployed 
across sectors. It will also support 
the IndiaAI mission to develop 
techno-legal tools to address issues 
related to content authentication, 
cybersecurity, bias, etc. Key 
Functions of the AISI are proposed 
as follows:

• Research and Development of 
Safety Tools

• Evaluation of High-Risk 
Systems

• Development of Safety 
Frameworks and Toolkits

• Promoting Voluntary 
Compliance

• Capacity Building and Training

• Global Engagement

The AISI will assist both the AIGG 
and TPEC by generating risk 
reports, system evaluations, and 
compliance reviews that inform 
policy decisions and regulatory 
priorities. It will also facilitate 
cross-border collaboration on safe 
AI by coordinating with global 
safety institutes, standards-setting 
bodies, and international organiza-
tions. 
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IV) National database of ‘AI Incidents’

VI) Voluntary Commitments and Self-Regulation

Industry-led voluntary practices 
can play an important role in 
strengthening the techno-legal 
framework alongside formal 
regulations. Such practices may 
include publishing transparency 
reports, conducting regular fairness 
and robustness testing, performing 
security reviews, and carrying out 
red-teaming exercises. These steps 
allow organizations to build famil-
iarity with compliance processes 
and documentation before require-
ments become mandatory. 
Voluntary measures also help 
identify risks early, improve pre-
paredness, and develop sector-wide 
capacity for responsible AI deploy-

ment. Drawing on examples such as 
the OECD Framework for the 
Classification of AI Systems [5] and 
the EU AI Pact [6], the governance 
guidelines report encourages 
voluntary adoption by offering 
financial, technical, and regulatory 
incentives to organizations that 
demonstrate leadership in responsi-
ble AI practices. The voluntary 
industry commitments with pro-
vided incentives will promote early 
adoption of responsible practices 
and demonstrate accountability 
even before formal regulations are 
in place.  

A national AI Incident Database 
will keep the records, classify, and 
analyze AI-related risks and inci-
dents across India, such as safety 
failures, biased outcomes, security 
breaches, and misuse. Such reports 
will be submitted by public bodies, 
private entities, researchers, and 
civil society organizations. Within 
techno-legal framework, this 
database will enable post-
deployment monitoring and 
accountability through measures 
such as:

• India-specific risk taxonomy;

• Detection of systemic trends 

and emerging threats;

• Data-driven audits and targeted 
regulatory interventions; and

• Evidence-based refinement of 
technical and legal controls.

This national-level database will 
draw on global best practices, such 
as the OECD AI Incident Monitor 
[14] and its associated framework 
[17]., but will be adapted to fit 
India’s sectoral realities and gover-
nance structures.
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Through these measures, the 
emphasis is on coordination, 
consistency, and continuous 
learning and innovation. 
Coordination through AIGG and 
TPEC will prevent siloed 
approaches, consistency in stan-
dard and processes to give clarity 
to businesses and regulators, and 

continuous learning through AI 
incident reporting. AISI will pro-
vide requisite technical support to 
keep the framework adaptive to the 
evolving AI Risks in alignment with 
national priorities and global 
norms. 
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6. Considerations for Developing 
Techno-Legal Tools and Framework

wide approach involving different 
stakeholders across the AI ecosys-
tem and extend well beyond the 
deployment of technological tools 
and institutional design. To make 
this a success, the government may 
aim to incentivize voluntary adop-
tion through financial, reputational, 
and regulatory benefits for organi-
zations demonstrating leadership in 
responsible AI. While this approach 
offers a strong and promising 
pathway for AI governance, the 
continued evolution of India’s AI 
ecosystem and its tools and frame-
works bring into focus several 
critical cross-cutting considerations:

I. A trade-off between privacy and 
model performance: 

A techno-legal framework must 
carefully balance privacy safeguards 
with inclusion, equity, and model 
utility considerations. In practice, 
privacy, fairness, and model perfor-
mance often exist in structural 
tension, strengthening one may 
weaken another. For instance, to 
protect privacy, while individuals 
may legitimately seek the erasure or 
withdrawal of their data from model 
training, large-scale or uncoordi-
nated removals can undermine 
model performance for 
underrepresented linguistic or 

cultural groups. This could poten-
tially lead to unintended demo-
graphic exclusions, particularly in a 
highly diverse nation like India. 
Conversely, meaningful fairness 
evaluation may require the use of 
sensitive attributes, creating addi-
tional privacy risks. 

Given India’s linguistic and demo-
graphic diversity, such trade-offs 
should not be left to implicit engi-
neering decisions. To mitigate these 
risks, impact-aware data withdrawal 
mechanisms are needed rather than 
unconditional erasure. Large-scale 
unlearning requests should be 
subject to fairness and representa-
tiveness impact assessments, with 
safeguards triggered where data 
removal risks degrading perfor-
mance for underrepresented groups. 
These trade-offs should be explicitly 
documented through instruments 
such as model cards, subjected to 
stakeholder consultation for high-
impact deployments, guided by 
regulator-defined acceptable bound-
aries based on risk categories, and 
periodically revisited as AI systems 
and use contexts evolve. In this 
context, the standard setting bodies 
such as Bureau of Indian Standards 
(BIS) and Telecommunication 
Engineering Centre (TEC) with the 
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recommendations of AIGG and 
TPEC can develop and issue stan-
dards to ensure that privacy protec-
tion is implemented without demo-
graphic, linguistic and cultural 
exclusion. 

II. Governance for AI-subject 
Centric Applications: 

It is also important to consider that 
operationalization of AI governance 
depends on distinguishing between 
AI users and AI subjects. Users are 
the people or organizations that 
directly use an AI system and can 
choose how to use it or agree to its 
terms. Subjects are people about 
whom AI systems make decisions, 
often without their knowledge or 
any meaningful ability to contest 
outcomes. In India, in many welfare 
schemes like healthcare, education, 
and public safety, the most affected 
people are subjects, not users. The 
experience built from deploying DPI 
ecosystem such as Aadhar which 
distinguish between enrollment 
agencies (users) and beneficiaries 
(subjects) may be leveraged for AI 
governance through techno-legal 
approach. Moreover, Techno-legal 
approach can mitigate this by pre-
deployment algorithmic impact 
assessments, clear and proactive 
disclosure when AI is used in 
decision-making, human-in-the-loop 
mechanism at critical points in AI 
lifecycle, grievance redressal mecha-
nisms and regular audits to assess 

and address disparate impacts 
across demographic groups. The 
AIGG and TPEC may act as a body 
responsible for setting clear gover-
nance requirements for subject-
facing AI applications. The AISI may 
function as the technical anchor by 
developing the evaluation methods 
and test procedures required to 
operationalize these requirements. 

III. Special Consideration for 
Deepfakes: 

In the case of deepfakes, it is recog-
nized that content-level takedowns 
are structurally insufficient. 
Deepfake abuse operates through a 
pipeline, local generation tools, 
cloud platforms, and bots for 
amplification, and enabling infra-
structure such as computing pro-
viders, payments, and model reposi-
tories, allowing rapid re-upload and 
domain migration. A techno-legal 
approach through content prove-
nance mechanisms, including 
mandatory disclosure, persistent 
identifiers, and cryptographic 
provenance metadata at the point of 
generation and distribution may 
mitigate the harms. When combined 
with infrastructure-level obliga-
tions, such as usage logging, repeat-
offender detection, and coordinated 
incident reporting across platforms, 
and adaptive updates as adaptive 
techniques evolve, these measures 
enable early identification, traceabil-
ity, and disruption of deepfake 
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pipelines.

IV. Cross-Border Challenge: Need 
for Global Alignment

AI models are developed and 
deployed across multiple jurisdic-
tions, legal standards, and enforce-
ment mechanisms. This creates a 
challenge - a model trained or 
governed under one country’s 
framework may not incorporate the 
safeguards required by another. For 
India, this means that even if a 
strong framework is established 
domestically, many globally 
accessed AI systems may not embed 
these protections. To tackle the 
issue of global alignment, it is 
essential to identify core features of 
AI systems that are significant at the 
global level, and where meaningful 
convergence is feasible. These may 
include privacy, security, safety, 
reliability, explainability or 
understandability, transparency, 
accountability, and inclusivity or 
non-discrimination. Once such 
features are identified, alignment 
can be supported by developing 
techno-legal tools to operationalize 
these features, alongside parallelly 
setting rules, laws, standards and 
frameworks. In this context, a 
techno-legal approach becomes 
particularly relevant, as it enables 
legal requirements to be translated 
into system-level technical controls 
that can function across borders. 
Institutions such as the AI Safety 

Institute, through its network of 
global safety institutes, can further 
inform AIGG by identifying align-
ment between national AI gover-
nance frameworks and emerging 
international norms.

V. Building Capacity for AI 
Governance 

Integrating a comprehensive 
techno-legal framework entails 
significant economic and capacity-
building costs. For the private 
sector, these include the costs of 
compliance, such as conducting 
audits, implementing new security 
measures, hiring specialized legal 
and technical talent, and potentially 
investing in local data infrastruc-
ture. For the government, costs 
include administrative costs for the 
Committee, Secretariat, AI Incident 
Database, and building the neces-
sary expertise within regulatory 
bodies to conduct effective over-
sight. Several techno-legal measures 
may require substantial computing 
and technical capacity, which can 
raise feasibility and access con-
straints, particularly for smaller 
firms and public agencies; therefore, 
it is important to build capacity, 
end-user literacy, and technical 
standardization to support equitable 
implementation. While these chal-
lenges are substantial, they must be 
weighed against the much higher 
costs of inaction. The failure to 
govern AI responsibly could lead to 
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widespread economic and social 
harm, including systemic discrimi-
nation, large-scale data breaches, 
and erosion of public trust in 
institutions. Therefore, it is a strate-
gic choice to secure both economic 
growth and public trust in AI. 
Academia, and industry associations 
can jointly invest in capacity-
building initiatives such as interdis-
ciplinary training, open tools for 
risk assessment, and shared testing 
environments to strengthen respon-
sible AI deployment.

VI. Balancing Compliance with 
Flexibility

 The benefit of embedding law into 
technology is that compliance will 
become easier. But it should also be 
recognized that technology can 
support compliance only to the 
extent that legal obligations, and set 
benchmarks are integrated into the 
technological tools and would 
ignore any aspect that has not been 
integrated into the technology. 
Thus, it is prudent that a parallel 
techno-legal framing, incorporating 
laws, rules, standards, alongside 
technological tools development 
should be done to retain flexibility 
in compliance.  

VII. Balancing Compliance with 
Cost and Accuracy 

Experts have observed that the 
introduction of techno-legal mea-

sures can have system-wide implica-
tions, affecting the performance of 
AI systems, increasing training 
requirements, and raising concerns 
about the cost and resource effi-
ciency of AI systems. While such 
measures can enhance trust, safety, 
and fairness, their adoption should 
be proportionate to the level of risk, 
impact or harm involved and 
preserve system accuracy. Testing 
these trade-offs through testbeds 
and sandboxes is vital to calibrate 
an appropriate balance based on 
risk and context.

VIII. Legal Clarity and 
Operational Alignment 

Evolving laws around data protec-
tion, intellectual property, and AI 
governance directly shape how 
techno-legal mechanisms are 
implemented. The ecosystem can 
contribute by translating emerging 
legal standards into operational 
practices through compliance-by-
design approaches, shared model 
documentation templates, and 
automated audit systems that 
support transparency and trust. 
Operationalization also needs to be 
grounded in India-specific evalua-
tion, since many global benchmarks 
are calibrated to Western datasets 
and do not adequately capture 
Indian conditions, such as multilin-
gual usage, local accents, and skin-
tone sensitivity in vision systems.
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AIGG AI Governance Group 
AISI AI Safety Institute 
API Application programming interface 
BIS Bureau of Indian Standards 
BNS Bhartiya Nyaya Sanhita 
DEPA Data Empowerment and Protection Architecture 
DIAT Defence Institute of Advanced Technology 
DPDP Digital Personal Data Protection 
DPG Digital Public Goods 
DPI Digital Public Infrastructure 
DPIA Data Protection Impact Assessments 
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GDPR General Data Protection Regulation 
Gen AI Generative AI 
ICMR Indian Council of Medical Research 
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IIIT Indian Institute of Information Technology 
IIT Indian Institute of Technologies 
IP Intellectual Property 
ISO International Organization for Standardization 
IT Information Technology 
ITES Information Technology Enabled Services 
LLM Large Language Model 
MeitY Ministry of Electronics and Information Technology 
NASSCOM National Association of Software and Service Companies 
NIT National Institute of Technologies 
OECD Organisation for Economic Co-operation and Development 
PET Privacy-enhancing technologies 
RAG Retrieval-Augmented Generation 
RBAC Role Based Access Control 
RBI Reserve Bank of India 
RegTech Regulatory Technology 
SDF Significant Data Fiduciaries 
SEBI Securities and Exchange Board of India 
TEC Telecommunication Engineering Centre 
TPEC Technology and Policy Expert Committee 
UPI Unified Payments Interface 
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