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Key Takeaways

•	 How AI agents will impact society is still uncertain. While the body of 

scholarly work and publicly available evidence1 are growing, we don’t yet 

know enough about how AI agents will be used or what impacts they may 

have. However, AI investments continue to soar, so policymakers should 

begin to prepare now. 

•	 Policymakers should prioritize evidence and information gathering, 

including through sandboxes and testbeds. Given this uncertainty, 

policymakers should promote activities to generate evidence, rather than 

advancing prescriptive regulations. Promising options policymakers 

can use to build expertise and track developments are sandboxes and 

testbeds, which enable experimentation of new systems under regulatory 

supervision.

•	 Subsequent rule-making will require substantial research from inside 

and outside of government. Academia, civil society, government, and 

industry should work together to generate evidence on AI agents’ capabil-

ities, risks, societal impacts, and potential policy interventions. This will 

support future policy development.

•	 This paper provides a roadmap for this research. We outline three foun-

dational requirements for governing AI agents and detail a comprehensive 

research agenda, including 12 top-level and 45 sub-level questions, 

designed to directly support policymakers in developing evidence-based 

policy.
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Introduction
As governments grapple with governing generative AI systems, AI agents — systems built 

on foundation models that can autonomously complete complex tasks by developing plans 

and accessing tools to take actions digitally — are being seen as the next frontier for AI 

systems. Industry leaders have named 2025 as the “year of agentic exploration,” foretelling 

the adoption of systems that will change how we interact, what jobs we perform, and even 

how we think. Some of these impacts are not just theories, but are being felt now.B

Despite these high expectations, widespread AI agent adoption has been stifled by persistent 

reliability and security challenges. Although Gartner predicts that 40% of agentic AI projects 

will fail by 2027, AI funding has continued to boom. Recent international policy proposals have 

focused on promoting the adoption of AI to compete on the international stage, suggesting 

that advancements in AI agent engineering will lead to significant real-world impact. 

Policymakers now have an opportunity to support the safe and responsible 

scaling of AI agents while preparing for their impacts. Unlike with generative AI 

systems, which have transformed our society faster than governance frame-

works can be adapted, policymakers have an opportunity to prepare thoughtfully 

for how to promote the benefits and protect against the risks of AI agents. The 

key challenge for policymakers is not whether to regulate now, but how to govern 

AI agents while their impacts are still uncertain, and understand what evidence 

will be needed to make informed decisions when decisive action is needed. 

What are AI agents?
While generative AI systems produce content for humans to act on, agents — built on the 

same foundation models with added scaffolding — reason, plan, and perform sequences of 

actions to achieve user goals. Unlike generative AI, these systems directly execute actions 

by using digital tools to interact with complex environments. We are already seeing proto-

types of agents that can schedule meetings through a calendar API or book flights via web 

interfaces. More ambitious proposals include agents that negotiate contracts, assist in 

healthcare decisions, and coordinate supply chains. 

For the purposes of the agenda we will focus on systems that execute direct actions with 

minimal human oversight, as defined by Levels 3-5 of environmental interaction outlined 

by Srikumar, et al.2 (see Figure 1).C As these systems advance, “constrained” agents will pave 

the way for more adaptive unconstrained agents, which can have greater potential impacts.

The key challenge for 
policymakers is not 
whether to regulate 
now, but how to 
govern AI agents 
while their impacts 
are still uncertain.

B  For example, decreases 
in software developer 
roles are partially being 
explained by increased AI 
agent usage (Computer 
World, 2025)

C  We also encourage 
you to explore the Ada 
Lovelace Institute’s 
Delegation Nation, IBM’s 
What are AI Agents?, 
and CDT’s AI Agents in 
Focus, Technical and 
Policy Considerations to 
understand the basics of 
AI agents. 

https://www.ibm.com/think/insights/ai-agents-2025-expectations-vs-reality
https://accounting.penrose.com
https://arxiv.org/pdf/2507.20526
https://www.gartner.com/en/newsroom/press-releases/2025-06-25-gartner-predicts-over-40-percent-of-agentic-ai-projects-will-be-canceled-by-end-of-2027
https://www.reuters.com/business/us-ai-startups-see-funding-surge-while-more-vc-funds-struggle-raise-data-shows-2025-07-15/
https://digital-strategy.ec.europa.eu/en/library/ai-continent-action-plan
https://www.gov.uk/government/publications/ai-opportunities-action-plan-government-response/ai-opportunities-action-plan-government-response
https://www.japantimes.co.jp/news/2025/05/28/japan/japan-ai-law/
https://www.computerworld.com/article/3976643/tech-hiring-slows-unemployment-rises-jobs-report-shows.html
https://www.computerworld.com/article/3976643/tech-hiring-slows-unemployment-rises-jobs-report-shows.html
https://www.adalovelaceinstitute.org/policy-briefing/ai-assistants/
https://www.ibm.com/think/topics/ai-agents
https://cdt.org/wp-content/uploads/2025/05/2025-05-14-AI-Gov-Lab-AI-Agents-In-Focus-brief-final.pdf
https://cdt.org/wp-content/uploads/2025/05/2025-05-14-AI-Gov-Lab-AI-Agents-In-Focus-brief-final.pdf
https://cdt.org/wp-content/uploads/2025/05/2025-05-14-AI-Gov-Lab-AI-Agents-In-Focus-brief-final.pdf
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Figure 1. Levels of agent influence on digital environments, with examples of LLM-based systems. 
Current systems operate at Levels 1–3, while Levels 4–5 illustrate emerging directions for more autonomous agents.
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LEVEL ABILITY TO INFLUENCE THE ENVIRONMENT EXAMPLE AI SYSTEMS

Speech recognition systems
Image classification models

Read-only, observation only0

ChatGPT without toolsMediated influence via humans: 
System outputs text suggestions or advice; output only 
affects the environment if a human acts 

1

ChatGPT or Claude with web search
(provides info but doesn’t act)

Gemini Deep Research
 (provides research analysis)

GitHub Copilot
(provides code suggestions)

Mediated influence via humans with passive tools: 
System uses tools like search or knowledge databases 
for context, not for changing the world itself

2

Operator
Claude Computer Use
Manus
Project Mariner
Cursor AI
Other code-executing or API-calling agents

Direct Actions — Constrained Agent: System performs 
single-step actions directly using predefined tools, acting 
on user commands without needing humans to carry out 
the result

3

Direct Actions — Semi-constrained Agent: System 
accepts broad goals, decomposes them into multi-step 
plans, and executes steps autonomously across known 
tools, without needing humans to approve every step. 

4

Direct Actions — Unconstrained Agent: System accepts 
a broad goal, autonomously executes multi-step plans, 
and adapts by integrating new tools or strategies beyond 
what a user configured, all without requiring approvals.

5

Longer and more complex workflows. E.g. User says 
“File my taxes” the agent gathers necessary 
documents from user’s email, fills tax forms, 
and submits them using chosen e-filing service, 
without asking for approvals on each step. 

Adaptive workflows. E.g. User says “File taxes for 
my business” the agent autonomously gathers 
financial records, contacts suppliers for missing 
information, interprets regulations, applies 
business-specific deductions, switches between 
tools or services as needed, and completes the 
filing with without further human input.

We assess levels of capability based on environmental interaction, but an agent’s ability to interact with its environment also depends on 
other differentiating properties: whether it relies on predefined tools or can flexibly adapt tool use, how much human oversight it requires, 
and the complexity of goals it can pursue. These properties vary by degree and collectively shape an agent’s ability to interact with its 
environment. Our levels share similarities with recent surveys of agent autonomy, which highlight dimensions such as constraints on 
environmental impact and flexibility of actions.3 Although some systems might meet our Level 3 criteria through rule-based execution 
(e.g., spam bots), our analysis focuses on LLM-driven agents using reasoning, planning, or decision-making, as these introduce new 
sources of unpredictability, runtime failure, or hazards. Levels 4 and 5 draw inspiration from Patel, 2025.4
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Prioritizing policy-driven research
These increasingly unconstrained agents present new challenges for policy-

makers. Unlike generative AI systems, which generate an output but require 

people to take further actions, agents can directly interact with the environ-

ment.D These systems can help companies optimize supply chain management 

and execute financial trades, but can also lead to the system impersonating 

users or making unauthorized transactions.

The growing deployment of these AI agents will intersect with the core remits 

of many government departments and regulators and create profound oppor-

tunities and risks. The U.S. Department of Labor, tasked with advancing 

“opportunities for profitable employment,” must contend with the potential for 

agents to both displace workers through automation and create new opportu-

nities through upskilling. Similarly, the UK’s Information Commissioner’s Office, 

which guards against “high risk to individuals and their rights,” must prepare for 

novel privacy violations that could occur through agent failures. Departments, 

regulators, and other policymakers will need to take action to progress their 

missions in the face of this technological advance. 

Policymakers will require substantial research and evidence to make the right 

public policy decisions on AI governance — including on the institutions, policies, 

regulations, and tools that ensure that AI systems operate in the public inter-

est.E However, advocating for significant investment to govern AI agents before 

widespread adoption occurs and harms are realized is politically challenging, 

especially when this investment can address harms from existing technologies.5 

The scientific community across academia, civil society, and industry can 

help by conducting research on AI agents. To coordinate this effort, we outline a 

research agenda designed explicitly to support public policymaking for AI agents. 

Developed through a comprehensive literature review and a workshop with over 

30 cross-sector experts, this agenda focuses on actionable lines of research that 

can inform the development of effective policy, governance, and regulation.

This agenda focuses 
on actionable lines 
of research that 
can inform the 
development of 
effective policy, 
governance, and 
regulation.

E  There have been calls for evidence-
based AI policy (Bommasani R. et al.,  
A Path for Science‑ and Evidence‑based 
AI Policy,  2024) and a recognition that 
this should not be used to downplay 
urgency and delay policymaking 
(Caspar S. et al, Pitfalls of Evidence-
Based AI Policy, February 2025). We 
lay out our argument for needing 
additional research in this paper.

D  Though previous systems have also 
taken automated actions to affect 
the environment, such as automated 
financial trading systems, these systems 
have acted within constrained bound-
aries to complete narrow tasks. AI agents 
build on foundation models to complete 
a variety of complex tasks, leading to new 
risks and opportunities. 

NOTE
Though this research agenda is designed to support policymaking, we do not expect 
policymakers to conduct research relevant to all the questions listed. Prioritizing 
government-led research on AI agents is vital for progressing public interest 
research, but will mean deprioritizing other areas, which might not be feasible. 
This Research Agenda encourages private organizations to conduct research that 
furthers their own goals while also contributing to public governance. However, it 
may be beneficial for governments to identify key questions based on their own 
priorities that are worth exploring. We describe how sandboxes and testbeds may  
be a useful first step for policymakers later in the report.

https://www.ibm.com/think/topics/agentic-ai#7281537
https://www.ibm.com/think/topics/agentic-ai#7281537
https://www.technologyreview.com/2025/03/24/1113647/why-handing-over-total-control-to-ai-agents-would-be-a-huge-mistake/
https://www.technologyreview.com/2025/03/24/1113647/why-handing-over-total-control-to-ai-agents-would-be-a-huge-mistake/
https://www.dol.gov/general/aboutdol
https://ico.org.uk/about-the-ico/what-we-do/our-work-on-artificial-intelligence/
https://understanding-ai-safety.org
https://understanding-ai-safety.org
https://arxiv.org/html/2502.09618v1
https://arxiv.org/html/2502.09618v1
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Policy questions for further research
To identify what evidence is needed to support policymakers, we conducted a comprehensive 

literature review and convened a workshop with over 30 experts from academia, civil society, 

industry, and government. This resulted in an agenda describing three core requirements 

for policymakers to govern AI agents effectively, with 12 top-level questions providing more 

detail on lines of research. 

There is significant overlap between the requirements and top-level questions for AI agents 

and existing AI systems, as AI agents are a “normal technology” and not a radical new force. 

This means policymakers should not take a radically different approach to governing them. 

But the details of policy implementation will be different, so we also identify 45 sub-level 

questions and provide context on how these questions describe challenges for policymakers 

unique to AI agents, including through the hypothetical use case of an “unconstrained” 

level 5 tax-filing agent.F 

This framework provides direction for future research by academic, civil society, government, 

and industry actors. PAI will be progressing this research agenda, focusing on key risks to 

human connection, labor and the economy, and risks from agent failures, as well as key 

policy interventions related to international governance, and sandboxes and testbeds.

1
REQUIREMENT 1

Understand the technology  
and policy landscape

“How do (or perhaps, how should) our existing laws, regulations, 
and institutions that govern individuals and organisations apply 
to the agents acting on their behalf? (How) should we modify, 
augment, or replace them?”
—EXPERT PARTICIPANT, PAI POLICY WORKSHOP, JULY 2025

Policymakers need a clear model for thinking about AI systems when designing frameworks.G 

A common language to discuss components, safety mechanisms, and actors in the value 

chainH would enable collaboration between stakeholders. 

This will contribute to developing a solid understanding of how AI agents function and 

interact within existing regulatory frameworks, without which policymakers risk duplicating 

or developing conflicting rules.I

F  This agent can:
•	 Access your financial 

accounts.
•	 Aggregate your 
financial information.

•	 Research and interpret 
tax-filing guidance.

•	 Develop a plan for 
completing your tax 
return.

•	 Create tax documents 
and complete tax forms.

•	 Audit your submission.
•	 Submit documents to 

the relevant authorities. 

This hypothetical 
example draws inspi-
ration from Dwarkesh 
Patel, Why I Don’t Think 
AGI Is Right Around the 
Corner.

G  See NIST’s AI RMF, 
Figure 3 and character-
istics of trustworthy AI 
for examples.

H  See PAI’s Risk 
Mitigation Strategies 
for the Open Foundation 
Model Value Chain for an 
example value chain.

I  The impacts of 
conflicting rules are 
discussed in PAI’s Policy 
Alignment on AI Trans-
parency report.

https://knightcolumbia.org/content/ai-as-normal-technology
https://www.dwarkesh.com/p/timelines-june-2025
https://www.dwarkesh.com/p/timelines-june-2025
https://www.dwarkesh.com/p/timelines-june-2025
https://airc.nist.gov/airmf-resources/airmf/2-sec-audience/
https:/https://airc.nist.gov/airmf-resources/airmf/3-sec-characteristics/airc.nist.gov/airmf-resources/airmf/2-sec-audience/
https:/https://airc.nist.gov/airmf-resources/airmf/3-sec-characteristics/airc.nist.gov/airmf-resources/airmf/2-sec-audience/
https://partnershiponai.org/wp-content/uploads/dlm_uploads/2024/07/open-foundation-model-risk-mitigation_rev3-1.pdf
https://partnershiponai.org/wp-content/uploads/dlm_uploads/2024/07/open-foundation-model-risk-mitigation_rev3-1.pdf
https://partnershiponai.org/wp-content/uploads/dlm_uploads/2024/07/open-foundation-model-risk-mitigation_rev3-1.pdf
https://partnershiponai.org/wp-content/uploads/dlm_uploads/2024/07/open-foundation-model-risk-mitigation_rev3-1.pdf
https://partnershiponai.org/policy-alignment-on-ai-transparency/
https://partnershiponai.org/policy-alignment-on-ai-transparency/
https://partnershiponai.org/policy-alignment-on-ai-transparency/
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1.1	 How are AI Agents different from existing AI systems?6

AI agents differ from existing AI systems, with Kasirzadeh A. & Gabriel I. noting four noticeable 

differentiating characteristics:

•	 Autonomy: The ability to perform actions without external direction or control.

•	 Influence on the environment: The ability to perceive and causally impact the 

environment.J

•	 Goal complexity: The ability to develop and execute plans to achieve complex 

goals.

•	 Generality: The ability to operate successfully across different tasks.

Understanding these differences is crucial for policymakers because systems with greater 

capabilities, especially autonomous ones, carry higher risks. By understanding how these 

systems differ, policymakers can create more effective regulations to manage the evolving 

risks associated with AI agents.

SUB-QUESTIONS

1.1.1 	 What are the unique characteristics of AI agents that generate the need for 

policymaking? 

1.1.2 	 How do the levels of characteristics of an AI agent affect the level or type of gover-

nance required? What characteristic thresholds are required before governance 

measures apply?

1.1.3 	 What is the correct level of abstraction to ‘model’ the key components of AI 

agents? How should relevant actors be defined?

HYPOTHETICAL USE CASE

A tax-filing agent demonstrates key differences from current AI systems, which will have 

policymaking implications. While a generative AI system might simply answer tax questions, 

the agent might autonomously navigate multiple financial accounts, interpret complex IRS 

regulations, and execute multi-step workflows without constant oversight. Unlike traditional 

rule-based tax software, it might reason through edge cases and coordinate across multiple 

tools and data sources to complete the entire filing process end-to-end.

J  “The environment” 
relates to the parts of the 
world that an agent can 
perceive and act upon. For 
a generative AI system, 
this environment may be 
limited to chat interac-
tions with users, though 
indirect environmental 
effects can occur through 
humans. However, AI 
agents can shape the 
environment more directly 
via computer operations, 
such as application 
programming interface 
(API) calls.

https://arxiv.org/pdf/2504.21848
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1.2	 Which existing legal and policy frameworks are relevant to  
	 AI agents?7

“New” technologies, like AI agents, are rarely completely unique, and their development and 

deployment will typically fall under the scope of existing regulations or policies.K However, 

the increased autonomy of AI agents has implications on the efficacy of existing legal frame-

works, particularly in tort and agency law. It is important that policymakers understand how 

existing laws apply to autonomous systems to avoid creating redundant or conflicting legis-

lation; making more informed and targeted legislative decisions.

SUB-QUESTIONS

How does existing policy apply to AI agents, including:

1.2.1 	 General/non-AI specific legal frameworks, such as tort law and product 

liability?

1.2.2 	 Specific AI-related policy frameworks, such as the EU AI Act or NIST’s AI 

Risk Management Framework?

1.2.3 	 Sector-specific regulations, such as financial regulation?

1.2.4 	 What policy and legal instruments will be needed (or adapted) in a world with 

mass deployment of advanced agent systems?

1.2.5 	 Which laws or regulations might be suitable for aligning AI agents to? How might 

this be done? 

HYPOTHETICAL USE CASE

Existing legal and policy frameworks may apply to tax-filing agents, which will require research 

to clarify for policymakers. Liability questions might arise when the agent makes errors, with 

the user, developer, or other actors potentially responsible for penalties. Accessing financial 

data may trigger privacy regulations, and any AI-powered advice may fall under consumer 

protection and financial services regulations.

K  For example, the EU 
AI Act recognizes that 
providers of certain 
AI systems also have 
to adhere to other EU 
legislation, including 
related to data protection 
(Regulation (EU) 
2016/679), financial 
services (Directive 
2013/36/EU), and medical 
devices (Regulation (EU) 
2017/745). 

https://papers.ssrn.com/sol3/papers.cfm?abstract_id=5242643
https://artificialintelligenceact.eu/
https://artificialintelligenceact.eu/
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1.3	 How are different jurisdictions responding to AI agents?8

PAI’s analyses “Policy Alignment on AI Transparency” and “Decoding AI Governance” describe 

how current AI policies overlap and support each other; a similar approach is needed for 

policies concerning AI agents. By understanding the existing regulatory landscape, policy-

makers can avoid duplicating efforts and creating conflicting regulations or legislation, and 

support greater interoperability and international cooperation which will benefit people on 

a global scale.

SUB-QUESTIONS

1.3.1 	 What AI agent specific policies and legislation are being developed in other juris-

dictions? What guidance is being provided on how to apply existing policies and 

legislation?

1.3.2	 How can the AI Governance stack encourage interoperability across jurisdictions?

HYPOTHETICAL USE CASE

Policymakers should look to coordinate internationally to prevent regulatory fragmentation 

that could create compliance burdens for developers. For example, the EU may classify a 

tax-filing agent as high-risk, while the US may rely on existing IRS regulations, and so joint 

tax-filing across both jurisdictions may face issues.

2
REQUIREMENT 2

Understand the risks and 
opportunities

“Most unreliability issues will be solved by market incentives— 
if they are visible. Which might not be visible and require  
regulator intervention?”
—EXPERT PARTICIPANT, PAI POLICY WORKSHOP, JULY 2025

Policymakers will need to take action when the impact of a technology affects their policy 

goals. This requires an understanding of what these impacts are — the potential scale of 

benefit from the adoption of AI agents, and the severity and likelihood of risks related to 

these systems. This is determined by where AI agents are likely to be deployed and used, and 

if AI agents do not impact a government organization’s objectives, then policymakers may 

wish to focus on other priorities.

https://partnershiponai.org/wp-content/uploads/2024/09/PAI_Policy-Alignment.pdf
https://partnershiponai.org/wp-content/uploads/2025/07/Decoding-AI-Governance_v0.pdf
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Detailing all the theoretical risks and benefits associated with AI agents is out of scope for 

this paper.L Instead, we highlight key risks and opportunities mentioned through multistake-

holder engagement (Q 2.2.2 - 2.2.4 and Q 2.3.1 - 2.3.6) and supporting questions identified as 

priorities by workshop participants (such as Q 2.3.7 and Q 2.4).

2.1	 How are AI agents likely to be used and accessed?9

While AI agents have the potential to be adopted for a variety of tasks, we have yet to see 

widespread adoption (as of September 2025). Anticipating how AI agents will be used 

requires examining research, current deployment patterns, and emerging use cases. As 

PAI’s Documenting the Impacts of Foundation Models report details, this can support poli-

cymakers with planning how to respond.M Identifying the sectors where AI agents are being 

adopted most rapidly can also help policymakers plan a response, create targeted policies, 

and fund relevant research or guidance.

SUB-QUESTIONS

2.1.1 	 For which tasks is there likely to be wider usage of AI agents? How might this vary 

by domain, sector, use case, demographic group, and region? 

2.1.2 	 Where is there likely to be a “digital divide” which blocks beneficial usage?

2.1.3 	 How can policymakers anticipate and influence future impacts from AI agents, 

such as using foresight techniques?

HYPOTHETICAL USE CASE

Early adoption of tax-filing agents may focus on simple tax returns before expanding to more 

complex scenarios, and usage patterns may spike during tax season, requiring scalable 

infrastructure. Policymakers should promote equitable access to these agents to prevent a 

digital divide where only wealthy taxpayers benefit, and so could improve access by piloting 

low-income taxpayer assistance programs.

L  The Ethics of Advanced 
AI Assistants, Interna-
tional AI Safety Report 
and MIT’s Domain 
Taxonomy of AI Risks 
describe taxonomies 
of risks and benefits 
associated with AI and  
AI agents.

M  For example, the UK’s 
Bank of England shared 
a report detailing that AI 
may begin to impact core 
financial decisions, and 
detailed how they plan to 
monitor and respond to 
these emerging uses.

https://partnershiponai.org/paper/documenting-the-impacts-of-foundation-models/
https://www.sciencedirect.com/science/article/pii/B9780128225967000127
https://arxiv.org/pdf/2404.16244
https://arxiv.org/pdf/2404.16244
https://www.gov.uk/government/publications/international-ai-safety-report-2025
https://www.gov.uk/government/publications/international-ai-safety-report-2025
https://arxiv.org/pdf/2408.12622
https://arxiv.org/pdf/2408.12622
https://www.bankofengland.co.uk/financial-stability-in-focus/2025/april-2025
https://www.bankofengland.co.uk/financial-stability-in-focus/2025/april-2025
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2.2	 How significant might benefits be from the adoption of  
	 AI agents?10

It’s theorized that AI agents could provide major societal benefits, such as supporting 

medical R&D and enhancing fraud detection. Understanding the scale of these benefits, 

where these benefits may be realized, and by whom can help policymakers support and 

amplify their realization, such as through targeted education initiatives or research funding. 

With effective governance and assurance, the increased autonomy, efficacy, generality, and 

ability to complete goals related to more complex tasks will enable these systems to realize 

benefits that support a just, equitable, prosperous society.N

SUB-QUESTIONS

2.2.1 	 How can we measure the benefits from adopting AI agents? How is this distributed 

between organizations and people, including SMEs, government agencies, and 

the general public?

2.2.2 	 For which domains, sectors, or use cases is there likely to be significant benefits 

from adopting AI agents?

How significant might benefits be in areas of public interest, such as, but not limited to:

2.2.3 	 Public sector usage?

2.2.4 	 Healthcare?

2.2.5 	 Education?

2.2.6	 What might prevent people from benefitting from AI agents?

HYPOTHETICAL USE CASE

Policymakers should look to maximize the benefits of tax-filing agents. For example, tax-filing 

agents could improve access to tax-filing support, maximize legitimate tax deductions, and 

reduce tax preparation costs for citizens.

N  Characteristics are 
detailed in Characterizing 
AI Agents for Alignment 
and Governance (Kasir-
zadeh A. & Gabriel I., 
2025.)

https://arxiv.org/pdf/2504.21848
https://arxiv.org/pdf/2504.21848
https://arxiv.org/pdf/2504.21848
https://arxiv.org/pdf/2504.21848
https://arxiv.org/pdf/2504.21848
https://arxiv.org/pdf/2504.21848
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2.3	 How significant might risks be from the adoption of  
	 AI agents?11

A vast array of literature details risks of AI agents,O from multi-agent interactions and 

alignment and misuse to risks from specific domains, such as cybersecurity and finance. 

We are also beginning to see case studies of actual harms and industry responses, and 

are expecting to see regular updates on the state of research detailing the risks from AI, 

including AI agents, as part of the International AI Safety Report series. 

This literature shows how the increased ability for these systems to influence the environment 

may cause large scale negative impacts. Policymakers have duties to protect citizens from 

these harms, and anticipating the likelihood and severity of risks from AI agents is crucial to 

upholding this duty.

SUB-QUESTIONS

How significant might risks be from:

2.3.1	 The interactions between multiple agents?

2.3.2	 Agent failures, malfunctions, and accidents?

2.3.3	 Agent misuse and malicious intent?

How significant might risks be to:

2.3.4	 The information and trust ecosystem?

2.3.5 	 Labor and the economy?

2.3.6	 Individuals and communities?

2.3.7 	 What are the pathways to causing harm? (i.e. threat models) 

HYPOTHETICAL USE CASE

Policymakers may need to respond to some of the risks posed by tax-filing agents. For 

example, tax-filing agents may file returns incorrectly, leading to penalties, may use unau-

thorized tax strategies that trigger audits, and may expose sensitive financial information 

through prompt injection attacks. A systemic risk may include common failures that affect 

thousands of returns.

O  We do not list out the 
entire list of risks and 
opportunities from the 
adoption of AI agents due 
to length (MIT’s Domain 
Taxonomy of AI Risks 
lists 24 subdomains and 
identified over 1600 risks 
in literature). Instead, 
we aim to highlight 
high-level groupings of 
risks that are exacer-
bated by, or unique to, 
the novel capabilities 
of AI agents, or risks 
that PAI has identified 
as important and are 
actively exploring. 

https://arxiv.org/pdf/2502.14143
https://arxiv.org/pdf/2404.16244
https://genai.owasp.org/resource/agentic-ai-threats-and-mitigations/
https://www.bankofengland.co.uk/financial-stability-in-focus/2025/april-2025
https://cdn.sanity.io/files/4zrzovbb/website/45bc6adf039848841ed9e47051fb1209d6bb2b26.pdf
https://www.gov.uk/government/publications/international-ai-safety-report-2025
https://arxiv.org/pdf/2408.12622
https://arxiv.org/pdf/2408.12622
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2.4	 Where will the market naturally correct for any issues?12

It will be beneficial for industry organizations to put R&D efforts into mitigating some risks, 

such as reliability issues, as it will improve the product and provide a competitive advantage. 

However, policymakers will need to take action where the market fails, or implement regimes 

that incentivize industry-led governance, such as assurance and certification. Further 

research is required to understand exactly what the market will naturally correct for, and 

where gaps will be left and policymakers should intervene.

SUB-QUESTIONS

2.4.1 	 What AI agent infrastructure will be provided privately, and where will government 

intervention be needed?

2.4.2 	 Which risks, such as reliability, will be mitigated by the market, and which risks 

will require government intervention?

HYPOTHETICAL USE CASE

The market may address accuracy and reliability issues through competition, as users 

abandon error-prone services. However, the market may not naturally address data privacy 

standards, or ensure equitable access for low-income users. Addressing these market 

failures could be part of the role policymakers play.

3
REQUIREMENT 3

Understand the interventions
“How can we get better transparency and disclosures from 

developers? Without better understanding of what’s ‘under  
the hood,’ good policy design seems difficult.”
—EXPERT PARTICIPANT, PAI POLICY WORKSHOP, JULY 2025

Understanding the “toolbox” of policy interventions is crucial to ensuring that any policy-

maker option assessment is thorough and evidence-based. Many actors are researching 

technical solutions to AI safety and risk mitigation questions13 and these should be supported 

by research on the appropriateness of sociotechnical and regulatory initiatives. 

We note that this is not a comprehensive list of interventions, and we do not cover sovereign 

AI, data & IP, security, healthcare, basic science funding, export controls, and other topics in 

detail.P This allows us to share sub-questions on the topics we do cover, enabling a greater 

level of precision for future work.

P  IFP’s analysis of 
comments on the US AI 
Action Plan highlights 
that recommendations 
from submissions 
covered the topics listed 
above.

https://arxiv.org/pdf/2501.10114
https://ifp.org/ai-action-plan/
https://ifp.org/ai-action-plan/
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3.1	 How might policymakers implement innovation-enabling  
	 initiatives, such as regulatory sandboxes?14

Given the uncertainty around AI agent capabilities and current adoption-focused AI policy 

frameworks, policymakers should be looking to better understand the capabilities of AI 

agents and encourage innovation. Government organizations can run sandboxes, testbeds, 

or live testing initiatives to test AI agents in real-world or simulated conditions. This approach 

can enable the government to better understand the technology and viability of a planned 

or implemented policy, while also enabling industry organizations to accelerate their access 

to the market.

SUB-QUESTIONS

3.3.1 	 How can policymakers use regulatory sandboxes, testbeds, and live testing to 

assure systems and test the feasibility of policies?

3.3.2 	 How can policymakers create simulated environments for AI agents to test capa-

bilities in high-stakes or complex regulatory environments?

HYPOTHETICAL USE CASE

Policymakers could use controlled testing environments to understand revenue impacts and 

compliance risks before widespread deployment. For example, a government department, 

such as the IRS, could establish a sandbox allowing limited deployment of tax-filing agents 

for specific taxpayer segments with close monitoring. Participants could submit test returns 

parallel to traditional filing, comparing accuracy and compliance. The sandbox could test 

agent interactions with current government systems and evaluate government audit triggers.

https://artificialintelligenceact.eu/article/57/
https://www.nsf.gov/news/nsf-announces-new-ai-test-beds-initiative-advance-safety
https://www.fca.org.uk/publication/call-for-input/ai-testing-pilot-engagement-paper.pdf
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3.2	 How might policymakers implement visibility, documen- 
	 tation, and post-deployment monitoring interventions?15

Addressing the risks of AI agents requires visibility: information about where, why, how, and 

by whom AI agents are used.”16 This information — which can be gathered through docu-

mentation, post-deployment system monitoring and logging, and incident reporting — helps 

evaluate existing governance structures, adapt these structures, and ensure the account-

ability of key stakeholders. However, this information can highlight harms caused by an 

agent, which industry organizations may want to avoid sharing information on, so policy-

makers may need to play a role in incentivizing and designing these systems.

SUB-QUESTIONS

3.2.1 	 How can policymakers ensure that design attributes that are important for 

governance are sufficiently documented and made transparent?

3.2.2 	 What metrics will support the monitoring of society wide, multi-agent risks, and 

how can policymakers monitor these metrics through networks in a privacy-pre-

serving way? (For example the frequency and proportion of human-agent and 

agent-agent interactions)

3.2.3 	 How might policymakers incentivize and design post-deployment monitoring 

and incident reporting?

HYPOTHETICAL USE CASE

Policymakers should ensure accountability when AI errors lead to taxpayer penalties or 

missed revenue. Tax-filing agents could require comprehensive logging of decision ratio-

nales, data sources, and tools accessed. Real-time monitoring could flag unusual behavioral 

patterns before submission. Post-deployment tracking could identify systemic errors across 

returns, enabling fast corrections, and incident reporting could capture and communicate 

agent failures. Documentation requirements might include audit trails showing how the 

agent interpreted specific tax situations, supporting accountability when disputes arise.
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3.3	 How might policymakers incentivize or design  
	 infrastructure to support AI agent governance?17

It is beneficial for industry organizations to build infrastructure that enables agents to take 

more actions and be used by more people. However, there is also the need for infrastructure 

that enables governance by non-industry actors, such as methods for agent attribution, and 

mediates how agents interact with their environment, such as rollbacks. These may require 

policymaker support.

SUB-QUESTIONS

3.3.1 	 How can policy actors build and incentivize the development of AI agent trust 

infrastructure? For example, supporting infrastructure to enable agent IDs. 

3.3.2 	 How can policy actors incentivize and implement agent “attribution” infra-

structure that attributes actions to agents, mediates interactions, and detects 

and remedies harmful actions?

3.3.3 	 How can policy actors incentivize and implement agent “oversight” infra-

structure that generates useful information and supports accountability?

3.3.4 	 How can this infrastructure build on existing cybersecurity and information 

technology infrastructure? 

3.3.5 	 As the development of “agent channels” may be time-sensitive, what policies 

should govern the use of these channels?

3.3.6 	 How can international cooperation facilitate the development of global stan-

dards and infrastructure for AI agents, learning from organizations like IETF?

3.3.7 	 Which institution is best placed to lead technical and/or policy interoperability 

for agent governance?

HYPOTHETICAL USE CASE

Policymakers should aim to prevent fragmentation and ensure secure, coordinated interac-

tions, especially with government systems. Standardized APIs could enable secure tax-filing 

agent interactions with government and financial databases and systems. Authentication 

protocols could verify agent identity and authorization levels. A centralized registry could 

track certified agents, their capabilities, and compliance history. “Circuit breakers” may 

prevent mass submissions of incorrect returns, rollback mechanisms may correct for wide-

spread errors, and secure channels for agent-to-agent coordination could support joint 

returns.

https://www.ietf.org/about/introduction/
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3.4	 How might policymakers implement licensing, audit and  
	 assurance-related interventions?18

In the same way that cars, legal professionals, and financial organizations require a license 

to operate, autonomous AI agents could require licenses, registration, or other assurances 

before being deployed. These assurances will need to be founded on agreed science and 

metrology standards, which are not yet in place and may require policy stimulus. Additionally, 

they should be focused on measuring real-world impacts from specific tasks.

SUB-QUESTIONS

3.4.1 	 How can policy actors encourage the development and usage of evaluations and 

benchmarks for AI agents that more directly correlate with real-world impact, 

compared to current practices? 

3.4.2 	 How can policymakers create simulated environments for AI agents to test capa-

bilities in high-stakes or complex regulatory environments?

HYPOTHETICAL USE CASE

Policymakers should protect taxpayers from unreliable or malicious agents, similar to existing 

protections for human tax preparers. Tax-filing agents could require certification similar to 

other tax professionals. Licensing tiers might distinguish basic agents (simple returns) from 

advanced agents (complex business filings). Each agent could have a specific agent ID to 

track certifications. Audit requirements could include third-party assessments of accuracy 

rates and security practices.

https://www.irs.gov/tax-professionals
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3.5	 How might policymakers leverage demand-side and  
	 supply-side levers to encourage beneficial AI adoption?19

Policymakers across the globe are not only looking to reduce the risks of AI, but increase the 

diffusion and adoption of AI.Q Policymakers can create market signals to encourage people 

to use AI agents, such as by educating critical infrastructure employees on where agents 

may be useful, and fostering the wider industry that makes AI possible, such as by providing 

healthcare datasets that enable foundation models to better direct agent actions in that 

sector. These actions will support the adoption of AI agent systems.

SUB-QUESTIONS

3.5.1 	 How might governments encourage beneficial AI adoption through demand-side 

policies, such as encouraging standards and interoperability and investing in AI 

education initiatives?

3.5.2 	 How might governments encourage beneficial AI adoption through supply-side 

policies, such as supporting access to data?

3.5.3 	 How might existing mechanisms, such as labor organizations, professional 

standards, and tax structures support governments in 3.5.1 and 3.5.2?

HYPOTHETICAL USE CASE

Policymakers should aim to accelerate beneficial adoption and ensure the benefits of 

agentic tax assistance are distributed widely. Demand-side policies could include tax credits 

for using certified agents or free agent access for low-income taxpayers. Supply-side support 

might involve grants for developing accessible interfaces, funding for tax law training 

datasets, or partnerships with community organizations. Government departments could 

provide official guidance on agent requirements, reducing development uncertainty.

The need for coordination
We call attention to the need for coordination when researching many of these questions, and 

encourage further research to identify specific U.S. and international agencies that should 

be tasked with interpreting any research, as a cross-government approach may be needed. 

For example, the agency tasked with exploring the need for agent ID or licensing interven-

tions might be different from the agency with the mandate to support the infrastructure that 

enables this, which might be different from the agency who supports its standardization. 

Government coordination will be necessary, both nationally and internationally.R

R  The importance of 
interoperability is noted 
in PAI’s Policy Alignment 
on AI Transparency. 
However, Kerry C. et al. 
describe how we should 
not aim for the consoli-
dated global governance 
of AI systems, and that 
networked efforts may be 
more desirable.

Q  Examples include 
the EU’s AI Continent 
Action Plan, Japan’s AI 
Promotion Act and the 
Brazilian AI Programme.

https://partnershiponai.org/policy-alignment-on-ai-transparency/
https://partnershiponai.org/policy-alignment-on-ai-transparency/
https://www.brookings.edu/articles/network-architecture-for-global-ai-policy/
https://digital-strategy.ec.europa.eu/en/library/ai-continent-action-plan
https://digital-strategy.ec.europa.eu/en/library/ai-continent-action-plan
https://www.japantimes.co.jp/news/2025/05/28/japan/japan-ai-law/
https://www.japantimes.co.jp/news/2025/05/28/japan/japan-ai-law/
https://www.gov.br/mcti/pt-br/acompanhe-o-mcti/noticias/2025/05/pbia-e-destaque-no-forum-de-ia-dos-brics-com-meta-de-supercomputador-e-inovacao-industrial
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Monitoring, sandboxes, and testbeds 
as a policymaker priority
Developing this research agenda has made clear that many of these questions are interre-

lated, so policymakers may find that identifying a clear sequence of priorities and actions 

is challenging. However, combatting the current uncertainty around AI agents should be 

a priority, and policymakers must develop the capability to monitor these systems and 

their impacts in a way that complements current adoption-focused policy frameworks. 

Governments should invest in institutional capacity and AI talent to make this happen, but 

this may require significant funding that is not politically feasible to commit, so alternative 

approaches should be explored.

Sandboxes and testbeds — controlled environments for testing, trialing, and experimentation 

under regulatory supervision — provide a modern, pragmatic solution for policymakers, and 

have already been explored in the UK, Singapore, and other regions. Developing this approach 

should be the first step for policymakers, as they can enable policymakers and researchers 

to gather information on risks, benefits, and other interventions. 

Running sandboxes and testbeds with industry and non-industry actors will still have an 

associated cost, but they will build institutional capacity at a lower cost than large upfront 

investments. This approach will ensure guardrails and governance work in the real-world 

and expand on specific sections of the US’s AI Action Plan, the US’s proposed SANDBOX Act, 

and EU’s AI Act. This approach will also ensure that future policymaking is built on a deep 

understanding of these systems and practical experience. It will also evolve with AI agents 

but must be designed to combat regulatory capture. 

PAI’s focus on AI agents
Ensuring that sandboxes and testbeds help policymakers better understand agents and 

potential policy interventions, encourage innovation from industry, and support academic 

research will require involvement from across the ecosystem. We believe that research with 

our multistakeholder community is key to making this work, and that we can learn lessons 

from previous researchS and regulatory initiativesT to deliver actionable guidance for policy-

makers on how to make these fit for AI agents.

Beyond regulatory sandboxes and testbeds, we will also build on our previous work in the 

fields of policy, media integrity, labor and the economy, and safety-critical AI to explore the 

following areas:

S  For example, 
Ranchordas S. and Vinci 
V., 2024 and Jeník I. and 
Duff S., 2020.

T  For example, GOV.UK’s 
New Smarter Regulatory 
Sandbox developed to 
increase compliance, 
and Singapore’s three 
sandboxes on GenAI, AI 
Assurance, and Privacy 
Enhancing Technologies.

https://www.gov.uk/government/news/spring-budget-puts-uk-on-fast-track-to-becoming-science-and-technology-superpower
https://www.gov.uk/government/case-studies/new-smarter-regulatory-sandbox-developed-to-increase-compliance
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/press-releases/2023/generative-ai-evaluation-sandbox
https://www.whitehouse.gov/wp-content/uploads/2025/07/Americas-AI-Action-Plan.pdf
https://www.commerce.senate.gov/services/files/032DEA9D-0C56-41B4-A155-53FFC3987350
https://eur-lex.europa.eu/eli/reg/2024/1689/oj/eng
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4696442
https://partnershiponai.org/work/
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4696442
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=4696442
https://digitalfinance.worldbank.org/sites/default/files/2022-11/How-to-Build-a-Regulatory-Sandbox-A-Practical-Guide-for-Policy-Makers.pdf
https://digitalfinance.worldbank.org/sites/default/files/2022-11/How-to-Build-a-Regulatory-Sandbox-A-Practical-Guide-for-Policy-Makers.pdf
https://www.gov.uk/government/case-studies/new-smarter-regulatory-sandbox-developed-to-increase-compliance
https://www.gov.uk/government/case-studies/new-smarter-regulatory-sandbox-developed-to-increase-compliance
https://www.gov.uk/government/case-studies/new-smarter-regulatory-sandbox-developed-to-increase-compliance
https://www.imda.gov.sg/resources/press-releases-factsheets-and-speeches/press-releases/2023/generative-ai-evaluation-sandbox
https://www.google.com/search?client=safari&rls=en&q=Global+AI+Assurance+Pilot&ie=UTF-8&oe=UTF-8
https://www.google.com/search?client=safari&rls=en&q=Global+AI+Assurance+Pilot&ie=UTF-8&oe=UTF-8
https://www.imda.gov.sg/how-we-can-help/data-innovation/privacy-enhancing-technology-sandboxes
https://www.imda.gov.sg/how-we-can-help/data-innovation/privacy-enhancing-technology-sandboxes
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1.	 International governance of AI agents	 SEE Q1.3

As AI agents increase in popularity around the world, risks that cross national borders 

or concern the international community as a whole — such as critical infrastructure 

disruption, privacy breaches, and electoral interference — can be exacerbated. PAI is 

exploring how to manage those risks leveraging existing global governance tools, 

such as international law, non-binding global norms, and international accountability 

mechanisms, and what changes might be needed to strengthen them as AI agents 

become more widespread. You can read more in our recent work on AI Agents & Global 

Governance: Analyzing Foundational Legal, Policy, and Accountability Tools.

2.	 AI agents and human connection	 SEE Q2.2: BENEFITS / Q2.3: RISKS

Increasingly personlike AI agents are more persuasive, emotionally evocative, and 

interactive, making them seem genuinely “personlike” to users. PAI is exploring how AI 

can support informed and connected communities by cultivating a field of key players 

from media, academia, civil society, industry, and philanthropy to align on norms 

for knowledge- and connection-affirming AI, offering a path forward for how to drive 

towards AI and connection benchmarks in practice. 

3.	 AI agent failures and monitoring	 SEE Q2.3: RISKS / Q3.2: POST-DEPLOYMENT MONITORING

As agents take direct actions on the environment, they create new risks and require 

real-time failure detection. We have explored why and when real-time failure detection 

matters in our recent work on Prioritizing Real-Time Failure Detection in AI Agents, and 

will be continuing to explore how this can be operationalized.

4.	 AI agents and labor	 SEE Q2.2: BENEFITS / Q2.3: RISKS 

We will also be exploring the impacts of AI agents on workers and the economy, building 

on our previous work in the area.

We look forward to exploring these questions with our partnership, policymakers, and 

the wider community. If you would like to be involved in our policy work on AI agents, 

please email jacob@partnershiponai.org.

https://partnershiponai.org/resource/ai-agents-global-governance-analyzing-foundational-legal-policy-and-accountability-tools/
https://partnershiponai.org/resource/ai-agents-global-governance-analyzing-foundational-legal-policy-and-accountability-tools/
https://helentoner.substack.com/p/personalized-ai-social-media-playbook?r=2bdzw&utm_medium=ios&triedRedirect=true
https://arxiv.org/html/2502.16383v2
https://ojs.aaai.org/index.php/AIES/article/view/31613
https://ojs.aaai.org/index.php/AIES/article/view/31613
https://partnershiponai.org/resource/prioritizing-real-time-failure-detection-in-ai-agents/
mailto:jacob%40partnershiponai.org?subject=Preparing%20for%20AI%20Agent%20Governance
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