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ABSTRACT

The recent surge in Generative Artificial Intelligence has introduced both
opportunities and risks to society. This paper discusses the challenges in assessing
the impacts of regulation of Al. It identifies a range of different concerns that might
give rise to Al regulation and sets out approaches that may inform the design of Al
regulation as well as principles for a robust Al regulatory framework.

The paper focuses on the methodologies and challenges involved in evaluating the
impacts of Al regulation particularly where there is both significant uncertainty
around the costs and benefits of the proposed regulation and the potential for near-
existential risk, meaning that Al regulatory proposals are not easily susceptible to
standard cost-benefit analysis approaches. It outlines and considers the use of a
range of quantitative and qualitative approaches to the assessment of Al regulatory
proposals including breakeven analysis, using real options and applying the
precautionary principle.

Given the potential for significant and near-existential harm from Al, it seems
reasonable and appropriate that policymakers should err on the side of caution in
designing Al regulation in line with the precautionary principle. However, there are
important insights from both the approach adopted for assessing environmental
regulations in terms of developing a standardised metric of regulatory risk,
developing more robust qualitative reasoning, and also considering the regulatory
framework as a real option, implying that policymakers should retain flexibility and
monitor developments in designing regulations as new evidence becomes available.
This effectively views Al regulation as an investment with embedded real options (to
delay, expand, revise or abandon). It requires ongoing monitoring of the
effectiveness (or otherwise) of regulation and implications of wider developments in
the Al space, as well as a willingness to re-open regulatory decisions in the light of
new information.

Introduction

Artificial Intelligence (Al) is transforming society, generating both unparalleled
opportunities and unprecedented risks. As Al applications permeate essential
sectors like healthcare, finance and public safety, the potential costs to society
associated with its development and deployment are high, spanning from social
inequality to existential risks. This requires the introduction of comprehensive and
well-balanced regulation, but at the same time avoiding overregulation that might
deter Al innovations that could benefit society.

As of August 2025, the UK government has made several efforts towards Al
regulations, including the introduction of a “Al Sector” Policy Paper that proposed
the creation of an Office for Artificial Intelligence (2017-2019)’, a government Al
Regulation White Paper (August 2023)? and its response (February 2024), multiple
agencies’ plans to regulate Al (2024)32, a Private Members’ Bill intended to regulate Al
at the House of Lords (March 2025)%, the Al Energy Council (April 2025)°. Four
regulators lead implementation of the Al principles under the umbrella of the Digital
Regulation Cooperation Forum (DRCF): the Information Commissioner's Office (1CO),
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Ofcom, the Competition and Markets Authority (CMA) and the Financial Conduct
Authority, while the government has set up the Regulatory Innovation Office (RIO) to
act as an intermediary between government and businesses and initially focusing on
frontier technologies including artificial intelligence. However, no definitive and
systematic legislation or regulation has been formally implemented. This paper,
therefore, aims to provide a conceptual framework for ongoing and future Al
regulations.

Specifically, this paper considers how regulators and government should approach
the design of Al regulation by understanding the risks of Al, providing a strategic
basis for Al governance based on a rigorous understanding of the various stages of Al
lifecycles, clear principles for a regulatory framework, and presenting both
quantitative and qualitative assessments of the impacts of Al regulations. While many
of the challenges associated with regulating Al are similar to those associated with
other technologies or market failures across the economy, this paper highlights two
aspects of Al that pose particular challenges to public policy assessment — the
potential for near-existential risk and the speed and unpredictability of Al
development. The significance to the UK economy of sectors like finance and legal
that might be disproportionately affected by adverse Al outcomes suggests that
regulation and risk-mitigation strategies are required to safeguard systemic stability,
protect critical industries and preserve the UK’s global competitiveness.

These challenges warrant a proactive, flexible and precautionary approach, erring on
the side of caution in designing Al regulations that seek to address potentially near-
existential risks. This could involve using the precautionary principle and seeking a
standardised proxy for Al risk (similar to the use of CO2 equivalent emissions in
environmental regulation). Other potential methodological approaches include the
use of qualitative and quantitative breakeven analysis and applying real options
methodology. Given that much of the scope and magnitude of risks associated with
Al is unclear and constantly changing, Al regulations should be designed to
anticipate and mitigate escalating risks while also being flexible enough to address
unforeseen challenges and incorporate learning and feedback.
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CHAPTER ONE — WHY AI NEEDS TO BE REGULATED

This section identifies some of the risks and concerns around Al and the reasons why
government may seek to impose a range of different regulatory remedies on the
technology.

Market concentration

The barriers to entry in developing and training state-of-the-art generative Al models
are high®. To train generative Al models, an enormous volume of data is required.
Meta’s newest generation of Llama 4 Al models, for example, were pre-trained on
over 30 trillion tokens (more than double the volume used for its Llama 3 model)’,
such a level of data collection is hard to achieve. Companies like Google, Amazon
and Meta have massive, proprietary datasets gathered from their users over the
years. It is challenging for new companies to access similar datasets without
significant financial or technological resources, posting hurdles for potential new
players to enter the market and compete.

Additionally, to train such a huge amount of data, strong computing power is
necessary. A set of complex and expensive infrastructure, including high-
performance hardware, data storage, efficient networking infrastructure, as well as
power and cooling solutions are needed. Small companies will usually have to rely on
alternative cloud services, provided by companies like Amazon (AWS), Microsoft
(Azure), and Google (Google Cloud). For example, Anthropic, a new player in the Al
space, has an agreement with Amazon to use its cloud services and chips to build its
models®. The UK Competition and Markets Authority has started investigating
whether such arrangements might harm competition®. However, DeepSeek, a
Chinese company developing large language models (LLMs) and an associated
chatbot, trained its flagship model at a fraction of the cost of competitors using less
powerful Nvidia H800 chips (due to US export controls on faster chips), suggesting
that the barriers to entry may be significantly lower than previously thought.

Developing cutting-edge Al also requires highly specialised technical expertise,
which is expensive, in short supply, and concentrated in large companies™. They can
also invest in or acquire promising Al startups founded by such talents. Large existing
Al companies’ ability to hoard top talent and acquire emerging companies adds to the
antitrust concerns in the Al space.

It should be noted that open-source foundational models — which make model
weights and/or code and training data publicly accessible — are widely available and
can empower smaller players to build Al-powered products and services, lowering
the barriers to entry in downstream usage (application, deployment, customisation
and integration)™. Such open-source models typically lag the capabilities of
proprietary models by several months.

Potential for bias

Another risk associated with Al is the potential for bias in its outputs. Both traditional
and generative Al rely on the input data used to train the models and generate
outputs. Therefore, without careful consideration during the data collection and

6
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cleaning process, there is a risk that bias in historic training data transfers through
into the Al output.

For example, a software used by many US courts' to predict the likelihood of a
defendant reoffending™ mistakenly predicted Black defendants who did not reoffend
had a 44.9% likelihood of committing another crime — almost double the 23.5%
likelihood estimated for white defendants™. Although the training data did not
include racial information, other aspects of the data may have been correlated to
race, such as employment history, drug problems, and vocational/educational
problems™. The ‘black box’ nature of Al models (see Section 2.6) can make it more
difficult to identify and regulate examples of this ‘unintentional bias’. Therefore, Al
can reinforce historic bias and lead to unequal treatment and discrimination.

Privacy concerns

Many Al models are trained on massive datasets from publicly available sources like
government records, social media and blogs, many of which have personal
information that may not have intended or agreed to be used for the purpose of
training Al models. Techniques like web scraping can collect information from public
platforms without individual consent — for example yt-dIp, a web scrapping tool,
allows users to pull content from YouTube'®, and Meta has trained its Al models on
text and photos published on Facebook and Instagram since 2007".

Al systems can also collect private and sensitive information from users’ input via
platforms like Al chatbots™ or by including information from data leaks in their
training data'™. This allows potential misuses such as identity theft, digital profiling,
bias and discrimination, exclusion and social embarrassment®. Models can also
disclose personal data they collect and train on to third parties without user
consent?.

Hallucinations, disinformation and deep fakes

Al models, such as LLMs operate by predicting the next word or sequence based on
pattern recognition without verifying the validity of the output they produce.
Therefore, output can appear informative but may be inaccurate or simply untrue — a
phenomenon called ‘hallucinations’.

Additionally, deep fakes created by advanced generative models can be difficult or
impossible to distinguish from genuine photos or videos. For example, during the
2024 US presidential election, Al was used to generate deep fake video and voice-
cloning content to spread disinformation on candidates, dissuade people from voting
with false information, confuse poll workers and disrupt polling locations?.

Intellectual property infringement

Al systems also raise concerns about intellectual property and copyright
infringement. Training data used by Al models may include copyrighted data such as
paintings, photos, and writing. The new content generated by systems like DALL-E,
ChatGPT, and Stable Diffusion can incorporate elements or styles of the copyrighted
materials without the creators’ consent. The black-box nature of Al models and the
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mass collection of data, along with the nuances of intellectual property laws, have
raised copyright infringement issues. In the United States, there is an ongoing
debate on the application of the Fair Use Doctrine in Al-generated content; debated
issues range from the purpose and amount of use of copyrighted materials in Al-
generated content, to the nature and market impact of Al-generated work?. In the
UK, the government has issued a consultation on ‘Copyright and Artificial
Intelligence’ and proposed an approach that aims to: enhance right holders’ control
of their material and their ability to be remunerated for its use, support wide access
to high quality material to drive development of leading Al models in the UK, and
secure greater transparency from Al developers to build trust with creators, creative
industries and consumers.?* After this consultation concluded, the UK government
has since announced a series of technical working groups to identify solutions to
ensure a balance between Al innovation and protection for creative industries.?®

Black box and lack of alignment

Al models have internal decision-making processes that are hard for humans to
understand (a ‘black box’ problem). These models use complex machine learning and
deep learning algorithms that lack transparency, making it difficult for users to grasp
the reasoning and logical steps behind Al-generated predictions or decisions. This
opacity raises significant issues for accountability, interpretability, potential ethical
violations, and trustworthiness — factors critical for adoption of Al, especially in
sensitive or high-stakes fields?®.

Relevant to the black box problem is the issue of lack of alignment. This happens
when Al fails to execute tasks assigned by humans due to a false interpretation of the
true objectives of the task or a failure to adjust to a changing environment. This could
involve the Al executing the literal implications of a prompt rather than the full human
intention' or the Al continuing to pursue specified goals even when the initial
environment or data distribution changes.

Existential threat

One of the most mentioned and feared risks of Al (often appearing as a theme in
science fiction novels and dystopian films) is the potential existential threat it poses
to humanity.

Generally, there are four types of Al existential or near-existential risks?.

* Malicious use, such as weaponising Al for bioterrorism autonomous weapons
systems, Chaos-GPT?, or slaughter bots?°. These malicious uses of Als can be
autonomous, potentially causing large-scale devastation if humans lose
control of the operation of Al or if law enforcement fails to obtain control.

e Al race, particularly the pressure to compete and dominate in Al technologies,
in a corporate or military setting leading to unsafe and excessive development
and deployment of Al systems without safety or ethical considerations (for

" Often termed the ‘paperclip problem’ — see Nick Bostrom, Oxford University, Ethical Issues in
Advanced Artificial Intelligence, 2003 https://nickbostrom.com/ethics/ai


https://nickbostrom.com/ethics/ai

CHALLENGES IN ASSESSING THE IMPACTS OF REGULATION OF ARTIFICIAL INTELLIGENCE

example, keeping a ‘human in the loop’ — and whether even retaining human
involvement is an effective safeguard®).

e Operational failure or organisational risks, causing a loss of control. Complex
Al systems, some of which are used for security or military purposes, can
suffer from accidental misuse and intentional leaking or stealing of source
codes as well as intentional harm and hacking by bad actors.

* Rogue Als, Al systems that ‘outsmart’ human beings, optimising their ability to
deliver flawed (and potentially catastrophic) objectives. This leads to the risk
of loss of control (particularly when accompanied by lack of alignment).

While there is no known incident of loss of control over an Al system and some
dispute whether generative Al poses existential threats®', Al technologies continue to
evolve and become more layered and sophisticated with an increased ability to act
independently.

Marginal risk of open-sourced Al

Closed proprietary systems (like Chat GPT) are typically accessed via an Application
Programming Interface (API) with built-in safety filters and usage policies making it
more difficult for users to produce harmful outputs. In contrast, open-source models
(such as Llama 3.1 and Gemma) whose code and weights are publicly available, can
be run and modified without restriction (including removing safeguards and filters),
potentially enabling malicious actors to harness advanced Al capabilities with little
oversight. The UK government’s Al risk assessment®? highlights this distinction
noting the qualitatively different risks of malicious use posed by open-source
models.

When designing regulation of open-source Al, policymakers should consider the
marginal or additional risk a bad actor can bring when combining open-sourced Al,
proprietary Al and conventional technologies like web search to advance their
objectives, compared to the existing risk of adverse outcomes that are available from
proprietary Al and conventional sources®.
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CHAPTER TWO - INFORMING THE DESIGN OF Al REGULATION

This section identifies factors that should inform the design of Al regulation: the Al
lifecycle, Al's potential as a regulatory tool, a need for a balance between fostering
innovation and enforcing oversight, and the importance of global cooperation.

Recognising the Al lifecycle

To effectively regulate Al systems, it is important to consider the Al lifecycle and the
potential for regulation at different stages® of this process. Designing regulations to
address the various critical points of the Al lifecycle can help mitigate the associated
risks and ensure that the regulation is as effective as possible in securing its
objectives (although Al development is not linear and involves iterative feedback
loops which need to be taken into account). Regulation also has to differentiate
between regulating the application of the technology (for example its use in
education or healthcare) and regulating the underlying development of the
technology itself (for example requiring the developer to establish a risk
management system throughout the Al system’s lifecycle).

The first stage in Al development is design, training, and testing. This determines the
system’s scope and use, training with input data of the developer’s choice, and
testing it based on different evaluation thresholds for various standards such as
accuracy and precision, generalisation and compliance with ethical standards®. This
stage is embedded with the risks of Al model biases, ethical and privacy concerns,
technical and safety vulnerabilities, and misalignment. During this stage, developers
have full control over the design, training and testing processes, which regulation
can potentially tightly control. However, even with well-designed regulations, Al
systems may still harbour hidden biases or weaknesses that only emerge when
deployed in real-world settings, often as a result of unforeseen interactions with
diverse data and user behaviours that were not fully accounted for during
development®®.

The second stage is initial deployment and usage. Here, potential risks can
materialise through accidents or operational failures, intentional misuse and ethical
violations, as well as malicious use and security risks. During this stage, developers
and companies have discretion over the access, usage and application of Al models.
For example, OpenAl limits APl access for malicious actors though strict usage
monitoring, rate limits and account verification processes®®; it also refuses to answer
questions that are harmful, offensive, discriminatory or could potentially incite
violence¥. However, due to the size of the user base and the complexities of user
intent, it would be challenging for developers (and therefore regulators) to fully
prevent Al models from being misused by malicious actors.

The final stage of the Al life cycle is longer-term diffusion®. Broadly speaking, there
are two types of Al systems or products that are particularly relevant. The first is

In some cases, general-purpose models such as a foundation models (FMs) are trained
broadly and can be later repurposed for specific tasks. AWS. “What Is a Foundation Model?”
Amazon Web Services, 2025, https://aws.amazon.com/what-is/foundation-models/.

10
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products like ChatGPT where the user base is large and usage is widely applicable in
many aspects of life. As this kind of product rapidly spreads, its impact can soon be
deeply integrated and diffused across society, necessitating regulation that focuses
on content outputs, such as deepfakes, misinformation and misuse of personal
likenesses. For example, the NO FAKES Act of 2024 in the United States Congress is
proposed legislation that “would protect the voice and visual likeness of all individuals
from unauthorized computer-generated recreations from generative artificial
intelligence (Al) and other technologies.”*

The second category involves Al systems that might not have a large public audience
but are an integral part of future Al models which build on each other — foundation
models like Claude, intermediate datasets, and pre-processing or labelling systems
that generate synthetic data or annotations for future models*. This layered
approach is important to advance Al capabilities, improve performance, and address
limitations of earlier models, but brings the risk of compounding errors or biases from
earlier models, especially as they become integrated into high-impact domains.
Therefore, regulations need to tackle issues like compounding errors and inherited
biases that can propagate across the ecosystem. The EU Artificial Intelligence Act
intends to address the compounding effect through imposing transparency, risk
management, and high-risk obligations within the Al value chain.

At this stage, regulation can encompass not just the product concerned, but also
other ways of minimising harm — such as user education about the risks associated
with usage and restrictions on who can use different products'.

Using Al as a regulatory tool

The second consideration is the potential for leveraging Al to assist in guarding
against Al risks. For instance, to address the ‘black box’ concerns of Al models,
algorithms such as Explainable Al (XAl) attempt to describe an Al model’s impacts
and potential biases in ways that humans can easily comprehend®'. Al can also be
used to continuously monitor other Al systems for bias, fairness, safety violations, or
unusual behaviour. Instead of relying on periodic human-led audits, a “watchdog Al”
could flag when outputs drift away from accepted norms — for example LinkedIn’s
AlerTiger system tracks input and output metrics of LinkedIn’s deployed Al models
and uses deep learning to detect anomalies*. Additional tools can help monitor Al-
generated disinformation and evaluate Al models to identify and correct biases*. For
instance, a Vision-Language Disinformation Detection Benchmark (VLDBench) tool
supports both unimodal (text-only) and multimodal (text and image) disinformation
detection®.

Al can also play the role of an adversarial ‘red team’, probing other Al models for
vulnerabilities, such as susceptibility to prompt injection, jailbreaks, or
misinformation, where one Al is trained to strategically ‘break’ another Al using a

iSchool curriculums in the UK include lessons about the use and dangers of social media
age-appropriate lessons on online safety, responsible use of technology, and how to identify
and report harmful content https://www.gov.uk/government/publications/teaching-online-
safety-in-schools/teaching-online-safety-in-schools

i
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hierarchical Reinforcement Learning (RL) framework to generate multi-turn attack
strategies®.

The balance between innovation and regulation

The tension between promoting innovation and precautionary regulation is prevalent
in many regulatory fields, however, in the case of Al, it is amplified by the distinct
features of Al technologies: its rapid speed of development, diffusion and integration,
the essential need for data and the large scale of social impact. Therefore, while Al
systems present a variety of risks, the government needs to consider how to balance
its approach to Al regulation so that it avoids stifling desirable technological progress
and supports international competitiveness while still avoiding consumer and
societal harm.

There is an opportunity for the UK to establish itself as a pioneer in the global
regulatory space to deliver more effective Al regulations that incentivise Al
development, improve productivity and deliver economic growth while ensuring
public safety and addressing the most fundamental risks of Al. The UK Department for
Science, Innovation and Technology and Office for Artificial Intelligence has
positioned the UK’s approach as ‘pro-innovation’#®, and has set out a 3 phase
approach to providing guidance on Al, the first of which* sets out initial guidance for
regulators to use in developing a principles-based regulatory framework within their
remit. The principles are: safety, security & robustness; appropriate transparency and
explainability; fairness; accountability and governance; and contestability and
redress.

Global cooperation and the risk of Al arms race

A final consideration for Al regulations is the need for global cooperation. Just like
other technologies or commercial products, there is a competitive aspect to Al
technologies between different companies and countries. However, equally
important is the need for countries to work together to address some of the shared
fundamental risks of Al and to leverage the technology for the common public good.
As a global phenomenon, Al has applications and implications that cross national
borders and regulating Al will require international cooperation to set standards for
safety, transparency, and ethical use and to ensure interoperability. In 2023, the UK
government organised the first Al Safety Summit“®, a global platform that brought
together 28 countries to discuss the risk of Al and led to the signing of the Bletchley
Declaration on Al safety*. This event set the precedent for a global platform for Al
regulation discussion to foster global collaboration on devising effective Al
governance frameworks.

However, the huge profit and strategic opportunities for the firms and countries who
are first to develop new Al models and applications may threaten any political
consensus to regulate the risks involved. Even when a country does want to impose
stricter Al regulation, Al investment is mobile and can simply move to countries with
lighter oversight, reducing the effectiveness of such regulations in the absence of
global co-operation and agreement. Such a dynamic mimics a suboptimal Nash
equilibrium — each country acting independently might have a strong incentive to

12
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relax Al regulations to avoid being left behind in the ‘Al arms race’, even if it leads to
worse global outcomes.

In an ‘Al arms race’, countries may disregard risks to gain a competitive advantage in
Al development®°, causing a ‘race to the bottom’, mirroring aspects of the nuclear-
arms race®'. The key distinction between nuclear weapons and Al technologies is that
the former is almost exclusively state-controlled and the risks are obvious and
immediate, while Al is largely developed and driven by the private sector with more
diffuse and subjective risks. This may make it easier for governments (if they are
willing) to agree to restrict nuclear proliferation; while even if governments are able
agree global Al regulation, this then needs to flow through to regulation of the
businesses concerned.

Associated with the risk of an Al arms race is the strategic ambiguity of global Al
cooperation due to the potential conflict between national interests and international
considerations. In the area of climate change, countries are still debating how to
balance domestic political concerns of possible negative electoral or short-term
economic impacts brought by carbon or net-zero policies, and the compliance with
international agreements like the Climate Agreement®2. This problem of free riding,
short-termism and lack of trust is also likely to inhibit and obstruct global cooperation
in the Al space.

The boundaryless nature of Al risk

Another challenge that comes with Al risk is the relatively boundaryless nature of Al
development and impacts. For example, even if strict UK and EU regulations prohibit
Al models that can lead to widespread disinformation, these regulations will have a
limited impact if disinformation is originated by Al companies in the US and then
spreads to the UK or EU via social media. While Al models that cause significant harm
may be banned in specific jurisdictions, they can still proliferate globally through
cloud-based services, open-source releases and cross-border digital trade, limiting
the effectiveness of individual country regulations. In these cases, it will be
challenging to assess the impacts of Al regulations in the UK, unless the UK can
technologically isolate its market from external Al technologies to a significant
extent.

13
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CHPTER THREE — PRINCIPLES FOR A REGULATORY FRAMEWORK

Regulatory responses to potentially paradigm-changing technologies can (with the
benefit of hindsight) fail to recognise either the threats posed by new technology
and/or the opportunities and benefits available from them. The Locomotives Act
1865" required a man with a red flag to walk at least 60 yards ahead of each vehicle
to warn riders and the drivers of horses of the approach of the vehicle and set a
speed limit of 4mph (2mph in towns) for road locomotives — hardly a measure
designed to promote innovation”. On the other hand, the development of internet
regulation and consumer protection was sporadic with “no coherent strategy for
regulation... and a failure to take early steps to structurally regulate the internet and
instead focusing on individual harms” 2.

General principles for Al regulation

Given the complex nature of Al systems, it is imperative for the government to be
proactive and flexible in its regulatory approach. Regulating Al is an adaptive
governance process, requiring continuous recognition of and adjustments to new
developments and challenges in the field. The government should therefore consider
seven key regulatory principles.

e Consistency — ensuring a uniform standard in evaluating and regulating Al
across government agencies®. Whether a government decides to establish a
separate agency regulating Al or integrate Al regulations across different
government departments, it is important to avoid conflicting regulations that
confuse or complicate the compliance process for Al developers and
deployers. This also requires consistency across business sectors and
industries to prevent regulatory arbitrage, where companies take advantage
of gaps in regulations and operate in sectors or areas that have fewer or
lighter restrictions®®.

e Transparency — building public trust and accountability by ensuring that
stakeholders can understand the regulations and the decision-making or
output-generating process of the Al models®®. This principle is important for Al
technologies that affect core sectors in society, such as civic rights,
healthcare, energy, finance, and criminal justice. A relevant legislative
precedent is the EU Al Act, which sets transparency obligations for Al systems
providers and deployers based on their risk level®”. UNESCQO’s
Recommendation on the Ethics of Artificial Intelligence also lists transparency
and explainability as parts of its human-rights approach to Al®®.

» Accountability — ensuring that developers, providers and users of Al systems
are held responsible for any negative consequences arising from their actions.
The EU Al Act, for example, requires providers of high-risk Al systems to set a
quality management system, which contains “an accountability framework
setting out the responsibilities of the management and other staff.”*® It also

v An Act for further regulating the Use of Locomotives on Turnpike and other Roads for
agricultural and other Purposes. 1865 https://www.legislation.gov.uk/ukpga/Vict/28-
29/83/enacted

v It was repealed by the Locomotives on Highways Act 1896
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authorises market surveillance authorities to access the source code of the
high-risk Al system “upon a reasoned request”®°. Essentially, along with
transparency, the accountability principle aims to ensure that any harm
caused by Al can be traced back to responsible individuals or businesses.

e Targeting — government should avoid a ‘one-size-fits-all’ approach to
regulating the Al industry when it comes to different Al developments and
products. Instead, it should focus on companies and specific areas within Al
systems that pose the highest potential impact or risk®'. Given the rapid and
far-reaching nature of Al development, the government should (as far as is
possible) prioritise its regulatory capacity and resources by concentrating on
entities and aspects of Al technology that require close monitoring due to the
significant risks they pose to society.

» Adaptiveness — equally important as targeting is the principle of adaptiveness
and flexibility, which requires the government to institutionally equip itself to
closely monitor and adapt to the fast-changing Al development and
application scenes.

» Proportionality — designing regulations that are proportional to the level of risk
the Al system may pose®. This aims to avoid unnecessary burdens on Al
enterprises with low risks, to avoid unnecessarily stifling innovation, and
ensuring that government resources are focused on areas where they can
best protect the public interest, support the development of the sector and
help deliver the associated economic benefits.

» Fairness - this is important for the legitimacy of the system and for addressing
and mitigating the risks posed by potential biases in Al systems®. It aims to
prevent the worsening of, or addition to existing social inequalities. Al
systems that discriminate based on race, gender or sexual orientation, for
example, are in violation of this principle.

The precautionary principle

The precautionary principle is used to support the decision-making process in areas
that lack scientific certainty®. Such a process usually concerns risks that may not be
precisely calculable in advance. Its purpose is to allow action or intervention even if
the full extent or likelihood of harm cannot be confidently assessed. In an
environmental context, this approach aims to prevent harm to human health, animal
health, plant health, or the environment in situations where there is credible
evidence of potential risks, but insufficient scientific clarity to assess those risks
fully.

The Interdepartmental Liaison Group on Risk Assessment (ILGRA) guidance outlines
specific criteria and steps for invoking the precautionary principle®. The guidance
gives two prerequisites that must be met for the precautionary principle to be used:

» thereis good reason to believe that harmful effects may occur to humans,
animal or plant health, or to the environment; and

» the level of scientific uncertainty about the consequences or likelihoods is
such that risk cannot be assessed with sufficient confidence to inform
decision-making.”°®
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Next, there are four steps under the precautionary principle that policymakers need
to complete:

e policymakers should review the evidence to assess the existence and extent
of harmful effects: empirical evidence of the actual harm, empirical evidence
of an analogous harm or analogous activity/product/situation causing harm,
and/or a strong theoretical argument that harm will result.

e policymakers should assess the possible impacts of inaction and whether
such impact justifies proposed policies when the likelihood of harm and risks
are unclear.

e policymakers need to determine that risks cannot be evaluated with adequate
confidence to inform decision-making based on scientific uncertainty.

* policymakers need to consider the need and necessity of invoking the
precautionary principle if all criteria from previous steps are met.

As mentioned in Chapter Two, the rise of Al has brought potential risks to society,
many of which are hard to assess. Chief among them is the existential threat of Al,
which has both high uncertainty and high consequences, such that the application of
the precautionary principle could be warranted.
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CHAPTER FOUR — Al REGULATIONS ASSESSMENT FRAMEWORKS
AND APPROACHES

A key part of the UK government’s approach to policymaking is providing robust
evidence about the impacts (costs, benefits, risks and uncertainties) of the proposed
regulation and potential policy alternatives (including ‘Do Nothing’) to inform the
decision-making process. While it is not determinative — governments and regulators
can have a wide-range of objectives including those that do not form part of an
impact assessment (for example, wider social and political objectives), a rigorous
and structured approach to assessing the effects of a proposed regulatory policy is
an important part of the government decision-making process.

Given the unprecedented nature of Al, this section will discuss six policy assessment
approaches to shed some light on potential approaches to assessing options for Al
regulation.

Potential Al risk and cost-benefit analysis (CBA)

The CBA approach as part of Regulatory Impact Assessments (RIAs) has been used in
the UK for all new regulations that have an impact on business since 2010%. A key
objective is to balance the costs and benefits of regulation to ensure it is neither too
restrictive nor too lenient. However, there are two aspects of potential Al regulation
that are not easily susceptible to a standard CBA approach — the potential for
existential or near-existential threats and the difficulty and uncertainty around
forecasting costs and benefits. Not all harms are equal in unpredictability, rapidity of
development or impact and the appropriate regulatory response needs to be tailored
to the particular area of concern.

Many potential Al-related regulations can be assessed in the same way as other
regulations, collecting both quantitative and qualitative data on the impacts to see if
the proposal is net-beneficial and disaggregating them to see if there are groups who
are disproportionately affected (for example, vulnerable groups or small or micro
businesses). The techniques and approaches to doing this are well-understood®®%°
and have been applied widely in the UK and the EU, including in the context of Al
regulation”’. Measures to address the risks in sections 2.1 to 2.5 of this paper would
appear to be susceptible to this type of approach.

However, there are arguments that some aspects of frontier Al development have the
potential to pose an existential or near-existential threat to humanity”? (for example,
through loss of agency and misalignment of objectives"’), this leaves policy-makers

¥ In August 2022, a survey of 738 Al experts found that 50% of them believed there is a 10%
or greater chance that humans will go extinct due to our inability to control Al. In March 2023,
the Future of Life Institute, specialized in human extinction risks, published an open

letter signed by experts from around the world calling for a six-month pause on advanced Al
models. Finally, in May 2023, the Center for Al Safety issued a statement signed by the
executives of some of the leading Al companies, including OpenAl, DeepMind, Anthropic, and
Turing Award winners. Their message was clear: “Mitigating the risk of extinction from Al
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with the challenge of assessing regulations that seek to reduce that risk. One could
argue that given the nature of this threat, even a tiny reduction in an existential risk is
worth any cost (for example, a global ban on all research or developments in Al), in
the same way as some argue that gene editing in humans poses an existential risk”®
and all research in this area should be banned”™. However, the development of Al also
offers the prospects of huge benefits in terms of improved healthcare, autonomous
vehicles, increased economic efficiency and growth etc — PwC estimate global GDP
could be up to 14% higher in 2030 as a result of Al (equivalent to $15.7 trillion)”. In
practice, governments are clearly willing to trade-off some risk of extinction (or near-
extinction) against its potential benefits, suggesting that either the risks are large
(but not existential) and the probabilities very small, or that targeted regulation can
reduce near-existential risks to levels that are acceptable trade-offs against the
potential benefits to society.

A CBA would need to consider the benefits of a proposed regulation that aims to
lower (by an unknown amount) the risk of a near-existential (but unquantifiable)
threat from Al against the (extremely uncertain but large) costs of the Al benefits
foregone. This challenge is applicable not just to this subject area, but also to other
potential existential or near-existential risks that might be mitigated by regulation -
for example the risk of: global warfare, a meltdown in the world’s financial markets, a
global climate disaster or a global pandemic.

Quantitative Assessment using environmental precedent

Typically, in assessing the benefits of regulations that reduce the probability of high
impact outcomes, one would estimate the cost of the outcome (e.g. a financial crisis)
and the reduced likelihood of a crisis occurring as a result of the proposed policy, and
then multiply the two estimates together; one might then adjust this estimate in the
CBA to take account of societal risk aversion or the precautionary principle.

Because of the inherent uncertainty of what factors (and the multitude of factors)
that might lead to a future near-existential Al crisis, it is likely to be extremely difficult
to estimate the change in probability of such a crisis as a result of a particular policy
proposal — such policies are designing a precautionary framework rather than
individually preventing or lowering the particular risk of a crisis. Therefore,
probabilities are unlikely to be independent and there are likely to be ‘cliff-edges’,
rather than linear changes in risks.

Estimating the cost of near-existential risks (such as those that Al may pose) appears
inherently intractable, with no agreement between experts on the nature or extent of
the outcome, therefore, while one could describe qualitatively the potential costs
involved under various scenarios, it is unlikely that one could quantify those costs.
Nevertheless, there are precedents one can rely on to shed light on a potential way
forward, such as existing mechanisms for estimating the cost of carbon emissions

should be a global priority, alongside other societal-scale risks such as pandemics and
nuclear war”.
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with the goal of helping to avoid a global climate catastrophe. There are typically
three approaches to estimating the cost of carbon:

e Social cost of carbon: An estimate of the economic damage caused by
emitting one ton of carbon dioxide into the atmosphere’®. This estimate is
used to help policymakers decide if a proposed policy to curb climate change
is justified.

e Marginal abatement cost: An estimate of the cost of lowering carbon
emissions to help meet a national or international emission reduction target.

e Market prices of emissions allowances: An estimate based on the current and
estimated future market values of carbon emissions allowances”.

In the context of Al regulation, marginal abatement costs and the market price of
emissions allowances parallel the benefits foregone by regulation. These could be
approximated by assessing potential reductions in profit from the proposed
regulation or estimating the amount firms might pay to avoid regulatory constraints,
although even here the loss of innovation would be extremely difficult to assess.
However, this does not capture the benefits of avoiding the near-existential risk that
the regulation is designed to achieve.

All three mechanisms require a single consistent metric for assessing environmental
harms: the equivalent impact of a unit of carbon dioxide (CO2e) emission. CO2e is
used as a standardised metric to express the climate change impact of different
greenhouse gases in order to target reduction strategies and for carbon offset and
carbon taxes.

It does not at first glance appear that there is a similar standard metric or assessment
of harm that is applicable to Al risks, or that there is a quantifiable factor that directly
or indirectly relates to the scale of the threat posed by Al. However the USA has
attempted to restrict China’s development of Al and Al chip design by banning the
export to China of high-end chips (e.g. Nvidia A1T00 and H100) which are used to
power the data centres needed to train Al models and setting limits on the advanced
graphics processing units (GPUs) that are permitted to be exported”. This suggests
that it may be possible to use the number of high-end GPUs or another similar
measure as a proxy for Al threat potential and a viable control point for policy
intervention. Sastry et al suggest that “relative to other key inputs to Al (data and
algorithms), Al-relevant compute is a particularly effective point of intervention: it is
detectable, excludable, and quantifiable, and is produced via an extremely
concentrated supply chain ... policymakers could use compute to facilitate regulatory
visibility of Al, allocate resources to promote beneficial outcomes, and enforce
restrictions against irresponsible or malicious Al development and usage”.”® Therefore
by monitoring and regulating access to a proxy for Al risk (such as high-end GPUs)"",
it may be possible for policymakers to gain early warning signs of emerging Al
capabilities and intervene before deployment, using some of the precedents from
environmental regulation.

Vi Any such proxy for Al risk would need to be updated over time to reflect technological
change, compute-efficiency etc.
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Quantitative assessment using breakeven analysis

One technique used in impact assessments where the benefits are uncertain or
difficult to quantify involves breakeven analysis. This attempts to determine the
minimum benefit required to justify the costs of the regulation. If it can be
demonstrated that the (probability adjusted) benefits are of a scale to exceed the
expected costs of the measure, then the proposed regulation is net-beneficial, even
if those benefits cannot be formally quantified.

This approach to policy assessment works well if at least one side of the equation
(costs or benefits) is reasonably applicable to quantification and the other side can
be reasonably assessed to be higher (or lower) than that value (i.e. the range within
which the values could potentially fall is not overlapping). However, in the case of
regulation focussed on mitigating near-existential Al risk, the potential costs (the lost
profits and growth opportunities from restricting Al) may be as difficult to define and
quantify as the potential benefits (a small reduction in the likelihood of existential or
near-existential risks). Therefore, it may be difficult to narrow the assessment of
costs sufficiently to reasonably assert that the benefits (even in low benefit
scenarios) will exceed that level.

Qualitative assessment using breakeven analysis

For many proposed regulations it may be impossible to quantitively estimate the
impacts, but it may be possible to qualitatively describe them — for example, the UK
Artificial Intelligence Regulation Impact Assessment describes many benefits to
businesses and consumers, but has a very limited quantification of the impacts®.
However it may be possible to describe the size of the reduction in probability of a
near-existential Al crisis using standard (deliberately unquantified) terminology to
categorise the impacts of particular measures. A sample standard could have the
following categories to rank Al policy proposals:

e No impact on reducing the risk of a near-existential Al crisis,

¢ A minimal impact on reducing the risk of a near-existential Al crisis,

e A small impact on reducing the risk of a near-existential Al crisis,

¢ A medium impact on reducing the risk of a near-existential Al crisis, or
e Asignificant impact on reducing the risk of a near-existential Al crisis.

These standard terminologies would be qualitatively described and particular policies
justified in the CBA as being in a range along a scale that is described by those
standard terms. For example, and purely for exemplification purposes, three potential
proposed policies might be categorised as follows:

Policy A: minimal or possibly small impact
Policy B: minimal impact
Policy C: small to medium impact

And this might be shown in the diagram below:
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PolicyA

PolicyB PolicyC

No impact Minimalimpact Smallimpact Medium impact Significantimpact

As the government or regulator builds up a portfolio of CBAs, it may be possible to
infer logical consequences from the categorisation (a previous policy that had a small
impact justified a certain level of costs, so that level should be at least justified for a
policy with a medium impact), or apparent inconsistencies (a previous policy that had
a medium impact was decided against because the level of costs was too high, but a
policy with the same level of costs and a minimal impact was accepted). If one
assumed consistency in policymaking, this would allow the qualitative assessment of
risk for a new policy to better inform the costs that were justified in seeking to gain
the benefits of that policy and therefore provide some basis for regulatory
assessment of measures aimed at reducing the risk of a near-existential threats from
Al.

However, such a design for qualitative assessment has a risk of “gaming”. Since the
categories are subjective and intentionally lack precise quantification, policymakers
or interest groups might strategically use these labels to support or challenge
regulations by inflating a weak regulation to be on the level of a mid or high impact
category regulation to get more policy benefits or downgrading high impact
regulation to the minimum impact category justified for non-implementation.
Additionally, potentially artificial thresholds for different categories might incentivise
stakeholders to alter impact descriptions or assessment methodology so that they
can artificially meet the policy threshold for a desirable category. It is therefore
important to develop a set of tools that can mitigate the potential for gaming the
system, such as standardised justification metrics, an independent entity to review
and validate categorisations, and appropriate reliance on quantitative assessments
whenever possible.

Qualitative assessment using the precautionary principle

As discussed in Section 4.2 above, the precautionary principle sets out two
prerequisites — the reasonable expectation of harmful effects and scientific
uncertainty about the consequences and likelihoods. As described above both
prerequisites are potentially met for near-existential threats from Al — where there is
the potential for substantial harm associated with significant uncertainty.

Employing the precautionary principle for Al regulations using the four steps in
Section 4.2 allows significant policy flexibility. It provides a solid regulatory
groundwork for the government to build up a toolkit of Al regulations, study the
regulatory impacts with scalable pilot programs, and rooms for agile changes when
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more evidence suggests a change in the direction, magnitude or details of existing
policies. To obtain this evidence and remain flexible, a robust monitoring and
evaluation system specifically designed for Al regulations would need to be
established. Such a system could provide continuous assessment mechanisms to
evaluate the impact and effectiveness of Al regulations in risk reductions and harm
mitigations. Similar existing systems include an Al Incident Database®', which
catalogues real-world instances where artificial intelligence systems have caused or
nearly caused harm.

Using real options in assessing Al regulations

The application of cost-benefit analysis is generally based on a static approach to
analysis, often failing to handle the uncertainty inherent in Al developments (pace of
innovation, future capabilities or broader societal impacts). Specifically, this
approach forecasts the net present value (NPV) of the costs and benefits associated
with the regulatory option compared to a ‘Do Nothing’ baseline. If the regulation’s
benefits outweigh the costs (appropriately discounted for society’s value of time and
risk preferences), then there is a prima facie case for the regulation. In this case,
delays in introducing such a regulation will negatively impact society by delaying the
associated benefits (discounted using the social discount rate). However, delaying
the introduction of such a regulation could potentially allow regulators to learn more
about its estimated costs and benefits and those of alternative policy options. This
would allow the regulator to amend the proposed regulation in the light of new
information gained in the interim — for example whether the regulation is effective at
preventing the potential harm, whether it has unintended consequences or whether
it gives rise to perverse incentives or significant unforeseen costs. This new
information may be important in informing the development of Al regulatory policy or
suggesting further monitoring and waiting.

The expected value of a regulation may be considered as a ‘real option’ - an
opportunity, though not an obligation, to make future regulatory decisions. Real
options treat regulatory decisions as investments with embedded options (to delay,
expand, revise or abandon), allowing policy-makers to preserve flexibility. The value
of the option arises from the opportunity to make different decisions informed by new
information in the future, noting that this information is not available when the option
is first considered — this can be considered the ‘option value’ of postponing the
regulatory decision. For policy areas like Al regulation, where the technology is
developing at an extremely rapid pace and new evidence is being elicited
continuously, the option value could be significant and highly relevant to the policy
decision.

Real options valuation methods offer a structured way to assess the option value of
regulatory actions, using a range of established methodologies®*# . In some cases,
the process to decide on whether and when to implement new regulations resembles
that of a real option that can be incorporated into the cost-benefit analysis®.
Enabling legislation can provide the government or regulator with the potential,
though not the obligation, to enact future regulations. This flexibility holds value, as
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delaying implementation allows regulators to revise, adjust, or forgo regulation based
on lessons and developments observed in the interim® (see Box below).

Forecasting costs and benefits of Al regulation is likely to be very difficult, and the
level of risk/uncertainty will be very high. Real options may provide a mechanism to
manage (at least some of) that uncertainty by highlighting the benefits of acting now
vs postponing decisions and waiting until more information is available. It also
demonstrates the benefits of closely monitoring the impacts and effectiveness of
regulatory measures and maintaining flexibility to allow regulatory design to change
to take account of new information as it emerges. Specifically, it provides a grounded
framework for regulators to conduct scenario analysis based on a systematic
understanding of different levels of Al risk. It will, however, require the regulators to
stay informed of the ongoing development of Al and its impacts in real-time and
adjust their scenario analysis with real options accordingly.

Estimating the costs and benefits of Al regulation is challenging, given the evolving
nature of technology as well as its high levels of risk. Real options can offer a way to
manage or partially contain this uncertainty by highlighting the value of acting now
versus delaying decisions, as postponing until additional information is available can
help optimise timing and adaptability in response to changing insights. For example,
instead of introducing a full Al regulation immediately, a policy-maker may introduce
a phased regulation with a review point after say 2 years — the ability to revise the
policy is a real option with economic value (although to evaluate this option requires
similar precision on the potential for different outcomes to arise as is required for the
initial evaluation). Real options support adaptive regulation, where rules are updated
based on new evidence or technological milestones. This helps to align regulation
with actual risks and benefits over time rather than fixed and potentially outdated
assumptions. Real options help to highlight the irreversibility of some regulatory
costs (e.qg. stifling innovation or deterring investment), incorporating this insight
helps to balance short-term precaution with long-term innovation potential and
promote more resilient and economically efficient regulatory frameworks that evolve
with the Al itself.
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A simple worked example of the use of real options in regulating a high-risk

Al healthcare application

A government is considering regulating Al systems that provide diagnostic
recommendations in healthcare; the risks and benefits are uncertain and
depend heavily on future developments. Two policy options are considered
(alongside the ‘Do Nothing’ default option):

e Introduce strict regulation immediately — for example clinical trial
evidence required before deployment. This has costs of £100m
(compliance, enforcement, delays to innovation) and expected benefits
of £120m (reduced misdiagnosis, increased safety)

e Phased regulatory approach — allow the use of regulatory sandbox
environments with strict monitoring for 3 years and then decide
whether to either introduce the strict regulation (if risks manifest) or
relax (if it is safe and efficient). This has an initial cost of £30m
(sandbox creation and monitoring); if it proves safe (50% likelihood)
then it has £120m benefits but lower compliance costs of £30m, while if
it proves risky (50% likelihood) then strict regulation is introduced with
£120m benefits and compliance costs of £100m.

Value of immediate regulation: £120m - £100m = £20m

Value of flexible approach: 0.5 * (£120m - £30m) + 0.5 * (£120m - £100m) -
£30m = £25m

In this case, the analysis suggests that it is better to delay the introduction
of regulation while monitoring its effectiveness within a regulatory
sandbox. It is of course possible that for other regulatory proposals,
analysis of the costs, benefits and likelihood will point to immediate
regulation (or the ‘Do Nothing’ option).

Note: this simple example ignores adjustments for the time value of money
for ease of exposition.
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CHAPTER FIVE — CONCLUSIONS

This paper has identified different justifications for the regulation of Al — some of
which are similar to those of other sectors / technologies and some (particularly the
potential for uncertainty combined with near-existential risk) present novel and
challenging problems to regulators and governments in assessing potential
regulatory remedies.

It provides suggestions for the approach to designing and developing regulatory
solutions and a set of principles for an Al regulatory framework: consistency,
transparency, accountability, targeting, adaptiveness, proportionality and fairness, as
well as the precautionary principle.

The paper identifies two aspects of potential Al regulation that are not easily
susceptible to a standard cost benefit analysis approach to regulatory assessment -
the potential for near-existential threat and the difficulty and uncertainty around
forecasting costs and benefits in a rapidly changing technological environment.

It therefore considers a variety of approaches to evidence-based policy assessment
and considers how far they might be useful in assessing potential regulatory
proposals.

e The approach adopted for assessing environment regulations currently lacks
applicability due to the lack of a similar metric to CO2 equivalent emissions to
apply to the benefits of Al regulation, however an approach based on a proxy
for Al risk (such as the number of high-end GPUs), may have the potential to
be developed and adopted;

e Quantitative breakeven analysis is potentially applicable if at least the costs of
the proposal are well understood or can be estimated within a reasonably
narrow band, however if there is significant uncertainty around both the costs
and benefits, then it may be difficult to evidence that the benefits clearly
outweigh the costs;

e Qualitative breakeven analysis provides a potential approach as the
government or regulator builds up a portfolio of regulatory decisions that new
proposals can be compared to, but may be subject to ‘gaming’ by
policymakers or interest groups;

» Real options may offer a methodology for managing some of the uncertainty by
assessing whether to act now or postpone a decision until better information
is available;

e The precautionary principle provides a route to decision-making in the face of
uncertainty, but may lead to over-cautious regulation that fails to maximise
the potential opportunities available from Al.

In the face of deep uncertainty around both the costs, benefits and risks of potential
Al regulation, it seems reasonable and appropriate that policy-makers should err on
the side of caution in designing Al regulation. The use of quantitative breakeven
analysis and more robust qualitative reasoning may offer a way forward if the
evidence base supports the analysis. In addition, insights from environmental
regulatory assessment suggest the benefits of attempting to develop a proxy or
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standardised metric of Al risk that can be employed in regulatory assessment.
However, the real options methodology and approach should be considered in areas
where evidence and information is changing rapidly — at a minimum it suggests that
in designing regulations, policy-makers should retain flexibility to adjust and revise
regulation as new evidence becomes available. This requires ongoing monitoring of
the effectiveness (or otherwise) of the regulation and wider developments in the Al
space, as well as a willingness to re-open regulatory decisions in the light of new
information. It also suggests that government should attempt to assess and quantify
the ‘cost of inaction’, in order to avoid situations where lack of definitive evidence
leads to policy paralysis or missed opportunities to avoid adverse outcomes.
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