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Executive summary 
Developer-internal AI systems are the first to exhibit new dual-use 
capabilities 

Leading AI companies’ best systems are not immediately released to the public. Instead, 
there is often a months-long period where companies test these systems. These not yet publicly 
deployed systems are called internal AI systems. In addition to testing, companies also increasingly 
use internal AIs for practical purposes—including developing and evaluating future AI systems. 

Internal AI systems often have dual-use capabilities significantly ahead of the public 
frontier. When new systems are released, they often have benchmark scores and practical 
performances that improve on existing public models. This suggests the most capable models at 
any given point are internal. 

Given the superior capabilities of internal AI systems, threat actors—including nation 
states—may seek to misuse, steal, or sabotage these systems. Most concerningly, AI 
capabilities in bioengineering and cybersecurity are growing rapidly and may soon significantly 
enhance threat actors’ ability to cause harm. AI systems useful for improving AI research and 
development may also present an enticing target, particularly for rival states seeking to compete 
with the U.S. AI industry.  

Unfortunately, industry security is far below the level needed to defend against state 
actors. Leading AI companies are reportedly not fully secured against advanced cybercriminal 
groups, and face even greater vulnerabilities to nation-state threats (Ho et al. 2024). 

As a result, we recommend that the U.S. government (a) assist leading AI companies in securing 
their deployments against state actors in physical and cyber domains, (b) facilitate intelligence 
community engagement with AI developers for threat intelligence and attack disruption, (c) expand 
the Center for AI Standards and Innovation (CAISI) evaluations to include pre-deployment internal 
models, and (d) increase R&D investment in AI control systems and safeguards. 

Companies plan to deploy advanced systems internally, which could 
accelerate AI progress, but also introduce novel risks.  

Leading AI companies plan to train and deploy internal systems for coding and AI 
research tasks, creating a powerful incentive for attackers. If state actors steal these 
systems, they may gain a lasting advantage over the U.S. AI industry.  

 
Risks From Internal AI Systems  |   1 

 

https://storage.googleapis.com/deepmind-media/DeepMind.com/Blog/introducing-the-frontier-safety-framework/fsf-technical-report.pdf


Threat actors may also sabotage these systems to persistently harm U.S. interests. For 
example, recent research demonstrates the possibility of creating “sleeper agent” behaviors that 
only activate in particular circumstances and are otherwise difficult to identify. If used for AI R&D, 
sabotaged internal systems could create next-generation AIs with flawed capabilities or harmful 
patterns of misbehavior.  

Even if they are not sabotaged, autonomous AI systems can learn harmful behavior 
patterns. Modern AI systems often behave in ways that their developers did not predict or intend. 
In particular, reinforcement learning methods that train systems for autonomous action often lead to 
capable systems with persistent patterns of misbehavior—including attempting to deceive their 
developers. 

Sabotaged or naturally misbehaving AI systems could cause external harms while 
deployed at AI companies. Experts have identified three risk pathways from misbehaving internal 
AI systems. These pathways correspond to the security risks of misuse, theft, and sabotage. 

1)​ Internal rogue deployment: The AI system exploits access to its developer’s servers to 
make internal copies of itself that are not overseen by its developer, allowing it to 
autonomously take malicious actions (Wiblin and Shelgeris 2025).​
 

2)​ Self-exfiltration: The AI system uses internet access to make external copies of itself that 
are not overseen by its developer, allowing it to autonomously take malicious actions.​
 

3)​ Successor sabotage: The AI system writes code or designs a training process that 
develops a sabotaged next-generation system.  

AI developers can manage these risks by tracking relevant capabilities (such as autonomous 
operation and technical skills), testing systems’ propensity to act in unintended ways, and 
deploying them with oversight and validation mechanisms that reduce the harm of misbehavior. 

Technical measures could enhance security and reduce accident risks from 
internal AI systems 

As capabilities advance, cutting-edge internal AI systems may become analogous in 
some ways to other dual-use and sensitive technologies, like virus samples or fissile 
material. Research and development on these dual-use resources is valuable, but also presents 
an opportunity for threat actors and has the potential for accidents that harm the broader public. In 
areas like gene editing and nuclear research, the United States was a first mover in innovation, 
even as it developed security and safeguards to ameliorate the risks.  

 
Risks From Internal AI Systems  |   2 

 

https://80000hours.org/podcast/episodes/buck-shlegeris-ai-control-scheming/


High-risk AI projects could adopt the security measures used in other technical fields.  

High-risk chemical, biological, and nuclear facilities all apply the following security mechanisms: 

●​ Physical security: These measures restrict unauthorized access to facilities. These include 
perimeter controls, intrusion detection systems, and regular compliance checks. ​
 

●​ Cybersecurity: AI security experts recommend a defense-in-depth approach against state 
actors. This includes developing a comprehensive cybersecurity plan to reduce the risk of 
theft, limiting access to AI systems, and implementing hardware-based cybersecurity 
mechanisms.  ​
 

●​ Information security and insider threat prevention: Information security measures are 
particularly relevant for high-value information that can be learned or memorized by an 
individual, such as technical insights. Standard measures include limiting the set of 
employees with relevant information, monitoring employees for suspicious behavior, 
investigating warning signs, and requiring security training and background checks. 

However, these measures may be prohibitively difficult for an AI company to adopt unilaterally, 
as they could impose significant costs and rankle employees.  

AI safeguards are in urgent need of innovation 

Modern AI systems are poorly understood, and risk reduction research is in its infancy. 
Understanding how the billions of parameters in a modern neural network lead to its behavior is an 
active research field, not a straightforward exercise.  

Cybersecurity and technical oversight measures could prevent harmful behavior during 
internal deployments. Cybersecurity measures like monitoring internal traffic and preventing large 
data uploads could hinder misbehaving AI systems. The new field of AI control is developing 
low-cost methods to oversee AI systems and validate their output, especially code. 

As AI systems become more capable and are used for more sensitive tasks internally, AI 
developers may need to achieve a higher level of assurance. Experts at leading AI 
companies hope to develop AI systems that are both capable and trustworthy enough to serve as 
safety researchers, engineers, and overseers for next-generation AIs (Clymer et al 2024; Leike & 
Sutskever 2023; Bowman 2024). 

Policy implications and recommendations 

The U.S. government should require additional transparency from U.S. companies about 
internal AI systems, internal deployment practices, and security plans. For example, the 
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Center for AI Standards and Innovation (CAISI) could extend its industry partnerships to evaluate 
internal AI systems. Currently, CAISI only evaluates leading AI companies’ frontier systems 
immediately prior to, and after, external deployment. The U.S. government could negotiate with 
industry for earlier access to the most advanced American internal models or otherwise require 
additional transparency from AI companies, including for systems that are only internally deployed. 
Notably, this call for transparency is now being echoed by industry leaders; Anthropic recently 
proposed a framework requiring top labs to publicly disclose their safety and security practices for 
frontier models (Anthropic 2025a). 

Evaluations of internal systems could inform U.S. decision-making on AI, avoiding 
regulatory overreach and strategic surprise. Risk assessments could inform the government’s 
priorities on AI, including how it invests in innovation and standard-setting for internal model 
guardrails. Internal systems could also provide an early-warning signal for capabilities that may 
emerge from rival states’ AI efforts, which lag months or years behind the U.S. frontier.  

The U.S. government should identify at-risk AI developers and help them secure internal 
systems from threat actors. U.S. intelligence agencies should defend the industry by providing 
threat intelligence and disrupting attempted attacks. As internal systems are deployed at scale for 
AI R&D, investment in safeguarding them should rise in proportion to the threat of theft or 
sabotage. The U.S. government could also set standards for secure AI infrastructure for internal 
systems.  

Government-supported R&D could pay off in tax revenue and national security. 
Government experts in cybersecurity and AI vulnerabilities could support key research on internal 
model safeguards, for example, by developing control systems to oversee AI agents’ behavior. 
Government funding is a natural fit for early-stage research fields like these. 

The resulting improvements in AI security and safety could be pivotal in enabling the AI industry to 
scale up while avoiding external and internal threats. The result would be a more competitive 
industry in the long term, leading to increased tax revenue. Further, the increased reliability of these 
technologies would make frontier AI products better suited for government purposes, while 
denying them to adversaries.  
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Introduction 
Publicly deployed models such as ChatGPT, Claude, Gemini, Grok, and Llama first go 
through a period of internal usage for testing and refinement.  For instance, OpenAI spent 
six months testing and fine-tuning GPT-4 before its public release (OpenAI 2023), and Anthropic 
deliberately delayed publicly releasing Claude in 2022 for safety reasons (Perrigo 2024). We use 
“internal models” to refer to these AI systems that are only accessible to company employees (and 
perhaps to a few external experts given access by the company). 

In some cases, internal AI systems may never be publicly released.1 For example, OpenAI 
co-founder Ilya Sutskever’s $30B startup Safe Superintelligence does not plan to release any 
public models until they achieve “superintelligent” AI, referring to hypothetical future AI systems 
significantly more capable than humans at a very wide range of tasks (Sutskever et al. 2024; 
Wiggers 2025).2 OpenAI reportedly has an advanced internal coding assistant popular with its staff, 
and there are no plans to release it publicly (Woo et al. 2024). Meanwhile, according to CEO 
Sundar Pichai, “more than a quarter of all new code at Google is generated by AI” (Pichai 2024). 

Cutting-edge internal AI models often demonstrate capabilities significantly ahead of the 
public AI frontier, including in high-risk dual-use areas like cybersecurity and biotechnology. 
Developers are also training internal models to automate AI R&D, accelerating progress but also 
amplifying risks. All of these internal capabilities are relevant to U.S. national security and may 
provoke the interest of nation-state adversaries. Internal capabilities in American companies could 
be a leading indicator of what capabilities China, and eventually North Korea and other adversaries, 
will indigenously develop later.  Since these harmful capabilities first emerge in internal U.S. models, 
threat actors may seek to steal and misuse these models. Likewise, harmful AI accidents involving 
high-level model capabilities may first occur in internal settings.  

Trends in the AI industry could increase the risk surface for internal models. AI capabilities 
are already improving at a rapid rate, while newer AI systems are showing greater signs of 
misbehavior. Industry attempts to automate AI R&D tasks would accelerate progress while 
increasing the threat surface area. Industry and government alike could benefit from 
next-generation AI systems, but only if these systems avoid security and safety risks that could 
render them useless or actively harmful. 

2 If training runs continue to become increasingly expensive, this business model would be difficult to sustain, 
but there may be enough deep-pocketed long-term value investors to finance it. 

1 Government agencies may also train or post-train private AI models for sensitive use cases where they do 
not want to rely on private companies, such as in healthcare or national security applications. Our analysis 
focuses on commercial AI developers. 

 
Risks From Internal AI Systems  |   6 

 

https://arxiv.org/pdf/2303.08774
https://time.com/6980000/anthropic/
https://ssi.inc/
https://techcrunch.com/2025/02/18/safe-superintelligence-ilya-sutskevers-ai-startup-is-reportedly-close-to-raising-roughly-1b/
https://www.theinformation.com/articles/openai-in-duel-with-anthropic-doubles-down-on-ai-that-writes-software
https://blog.google/inside-google/message-ceo/alphabet-earnings-q3-2024/#search


Identifying internal systems within the AI development cycle 
The typical AI development cycle consists of, roughly, the following stages (AI Action Summit 
2025): 

1.​ Experimentation and planning: The developer explores updated model architectures, 
training algorithms, and datasets. Often, many small models are trained to test hypotheses 
about how to improve performance and efficiency. 

2.​ Large pre-training run: A new frontier model with novel general capabilities is trained for 
next-token prediction using vast amounts of internet text data, costing tens to hundreds of 
millions of dollars (Cottier et al. 2025). 

3.​ Post-training: The developer now has a “base model” with strong general capabilities, but 
which may not be well-suited to specific applications. Reinforcement learning, either based 
on human feedback (RLHF) or objective metrics like a successful solution to a math, 
coding, or robotics problem, can improve the AI system’s ability to follow instructions,3 
execute long chains of complex reasoning, and agentically use external tools. 

4.​ Internal use and testing: Developers will often run various capabilities and safety tests on 
their model before releasing it. Around this stage, they may also start using the model 
internally to help with their work, for instance, as a coding assistant. 

5.​ Publication: The model is made publicly available, either with open model weights or via 
an API or web interface. Additionally, prior to publication, the full model may be “distilled” 
down to a significantly smaller model that is cheaper to run inference on, and has only 
mildly reduced capabilities (Patel et al. 2024). The developer may continue to use the larger, 
more expensive version internally. 

Most of these phases typically last for months; experimentation and planning often last years, while 
internal use and testing can be as short as weeks. 

We use “internal AI” to refer to AI systems in stages 3 (Post-training) and 4 (Internal use and 
testing), when systems are highly capable but not publicly released.4 

We also consider AI systems that have undergone major internal updates. In addition to developing 
entirely new systems, AI companies often release updates to the same base model. The update 
process skips steps 1 and 2 (Experimentation and Planning; Large pre-training run) and re-runs 

4 Sabotage risks are relevant throughout the development process, but especially in stages 1-2 when the 
training data is compiled and the model is being continuously updated. But we do not focus on the data 
gathering stage in this report. 

3 Except when a user is making a harmful request. “Refusal training” involves training a model to avoid 
helping the user to e.g., know how to make an explosive device or bioweapon. 
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steps 3 and 4 on an existing system. Capability improvements from these updates can be 
substantial: several major AI companies’ models improved significantly in late 2024 as a result of 
such updates (Anthropic 2024a). Reasoning models in particular, such as OpenAI’s “o” series, 
provide significantly elevated capabilities on complex tasks, despite using the same base model 
(OpenAI 2024d). As model pre-training becomes increasingly expensive for diminishing marginal 
capability gains, AI developers are seeking gains by updating their existing models (Lee 2024). 

Internal models present new capabilities—and new risks 

Leading AI companies are always training new models and refining existing models, so the best AIs 
at any given time are often internal. The rapid pace of AI progress means that these systems may 
be significantly better than public ones. For example, upon release, GPT-4 significantly 
outperformed the already available GPT-3.5 in many areas, including increasing its performance on 
the biology olympiad from the 31st to 99th percentile (OpenAI 2024b). 

In the past two years, leading AI systems have achieved significant milestones in easily misused 
domains like virology and cybersecurity (AI Action Summit, 2025, p. 79). They are also beginning to 
succeed at AI R&D and autonomous computer use tasks. AI companies are exploring these areas 
because of their potential for beneficial deployments. However, these capabilities also increase the 
threat surface area for internal AI misuse and misbehavior. AI developers may avoid widely 
publishing especially harmful capabilities, meaning that these risks are most relevant for internal 
systems. 

Cybersecurity 

AI systems are rapidly becoming more cyber-capable. Recently, AI systems identified their first 
zero-day vulnerabilities, leading to patches of incredibly widely-used software: the SQLite database 
engine and the Linux Kernel (Allamanis et al. 2024; Day 2025). LLM agents are also able to exploit 
some zero-day vulnerabilities autonomously (Zhu et al. 2025). According to the UK’s National Cyber 
Security Centre (2024), “AI will almost certainly increase the volume and heighten the impact of 
cyber attacks over the next two years” (National Cyber Security Centre 2024).5 Benchmarks tell a 
similar story; for instance, the most successful models on the Defense Advanced Research 
Projects Agency (DARPA)’s AI Cyber Challenge in early 2024 scored in the 11-18% range; by late 

5 Similarly, the National Security Agency (NSA) sees AI as an important tool for both offensive signals 
intelligence to analyze intercepted communications, and national defense to strengthen U.S. cybersecurity 
(National Security Agency 2024). AI models have some inherent advantages over humans, such as being 
able to think faster and for longer (via parallelization) and study a larger corpus of past code to draw ideas 
from. So there may soon be important cybersecurity tasks where (initially internal-only) AIs can outcompete 
the best human experts (Zhu et al. 2025). 
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2024, o1-preview achieved 65% (Ristea et al. 2024). The more recent o3 system is yet more 
capable on various cyber benchmarks (OpenAI 2025e). 

Biological engineering 

There is a steady and concerning rate of improvement in the bioweapons-applicable capabilities of 
LLMs. 2023-era models such as GPT-4 typically showed weak or ambiguous results (Mouton et al. 
2024; Patwardhan et al. 2024). In late 2024, OpenAI deemed its o1 model to be at a “medium” 
biological risk level for the first time, because it “can help experts with the operational planning of 
reproducing a known biological threat” (OpenAI 2024e). Its o3-mini model, released January 2025, 
improves significantly over o1 at two of the five steps of the risk chain: “formulation” and “release” 
(OpenAI 2025b). Most recently, o3 has been assessed as better than 94% of PhD-level virologists 
in providing practical guidance for dual-use wet lab experiments (Göttinga et al. 2025). Similarly, 
Anthropic found that their latest Claude Opus 4 model significantly outperformed earlier models 
and simple Google searches in assisting novices with synthesizing bioweapons in controlled trials 
(Perrigo 2025a). These results correlate with a general trend of improvement on scientific 
knowledge and reasoning tasks. 

Thus, current AI systems can provide expert-level knowledge and advice about automating biology 
laboratory procedures, including replicating existing known biological threats (AI Action Summit 
2025; AISI 2024a; Pannu et al. 2024). However, future specialized AI models trained on biological 
data may be able to pose novel threats, such as helping design bioweapons that evade existing 
biomedical safeguards (Alicia Chambers 2024; Sandbrink 2023).6  

Autonomous AI agents 

AI developers are focused on improving the autonomous capabilities of their systems. Currently, 
the most advanced AI systems are multimodal chatbots that have limited abilities to plan and 
execute tasks over extended time horizons. Multiple AI companies are currently developing 
“agents” that can accomplish increasingly complex tasks without direct human oversight (Robinson 
2024; Google DeepMind 2025b). Anthropic’s computer-using AI agent has many limitations, 
including that text or images encountered online might override the user’s instructions and derail 
the agent from its intended task (Anthropic 2023). Similarly, OpenAI’s “Operator” AI agent has fairly 
limited capabilities (OpenAI 2025a). It is widely expected that AI agents will become considerably 
more reliable and effective in the coming year (Pillay & Booth 2025; Heikkilä & Heaven 2025). 
Reasoning models, in particular, could prove very useful for developing helpful AI agents. 

6 AlphaFold has accurately predicted the structure of millions of proteins, and efforts are underway to reverse 
this process and use AIs to generate proteins with a particular structure and function (Callaway 2023). 
Meanwhile, synthetic biology tools are making it ever easier to convert novel digital biological blueprints into 
physical biological systems (Grinstein 2023). 
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These more autonomous AI agents may be given access to tools that enhance their capabilities: 

●​ Virtual tools: technical engineering software, company-internal systems, scholarly 
archives, and internet search capabilities 

●​ Physical tools: robotic systems and laboratory equipment (e.g., microbiology instruments) 
●​ Financial resources: budgets to hire human contractors and purchase additional 

computing resources 

The increased functionality, versatility, and autonomy of AI agents will unlock a large number of 
productive applications. However, it will also create opportunities for accidents and make these 
systems more attractive for misuse (Toner et al. 2024).7 Despite these risks, AI developers may face 
strong pressures to adopt autonomous AI agents internally, especially in the race to automate AI 
R&D.  

Automation of AI R&D 

Future AI systems may be able to automate a large share of AI R&D work. The UK AI Security 
Institute is evaluating “the ability to leverage AI systems to create more powerful systems, which 
may lead to rapid advancements in a relatively short amount of time” (Department for Science, 
Innovation and Technology 2024). Indeed, many in the AI industry expect automated AI R&D to 
lead to rapid progress, culminating in massive economic, scientific, and national security impacts 
this decade (Altman 2024; Amodei 2024; Aschenbrenner 2024; Bowman 2024). 

AI systems are already very competent coders. A recent study found that top AI systems are 
competitive with experts on software engineering and AI R&D tasks that take human experts two 
hours or less (Kwa et al. 2025). Moreover, OpenAI’s o3 scored 69.1% on SWE-bench Verified, a 
dataset of real-world software engineering problems, suggesting AI systems can be tasked with a 
large fraction of engineering challenges that may be encountered in AI R&D (OpenAI 2025e). As 
such, AI systems are now seeing significant use inside AI and software companies (Woo et al. 
2024). For instance, at Google, over a quarter of new code is AI-generated (Pichai 2024), and bugs 
and other issues can be autonomously fixed by a coding agent (Mallick & Korevec 2024). 

Research indicates that the share of automatable AI R&D tasks is growing rapidly. Cutting-edge AI 
models are able to automate a number of representative AI R&D tasks that would take a human 
expert about one hour to do. The length of these automatable tasks has been doubling every 
seven months (Kwa et al. 2025). If this trend continues, AI companies will be able to automate a 
large share of the work involved in AI progress within the coming years. 

7 Even for non-agentic past AI systems, initial roll-outs to the public have sometimes caused unwanted novel 
behavior, as with Microsoft’s Tay chatbot becoming racist and misogynistic in 2016 (Vincent 2016), and its 
Bing chatbot threatening and declaring love for interlocutors in 2023 (Roose 2023). 
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Rapid AI progress increases risks from internal models 

Calibrating a societal response to novel AI systems may prove extremely challenging. Over the past 
decade, deep neural networks have established a pattern: once AIs have nontrivial performance on 
a task, they quickly become very good at it (Kiela et al. 2023). These trends should inform our 
thinking about risk-related AI capabilities such as cyber and biological engineering. The fact that we 
now see moderate performance on these capabilities suggests that within a few years, the risks 
might be much more significant. Greater misuse potential would make advanced AI systems even 
more attractive to threat actors, suggesting the need for immediate action to prepare for the high 
level of security needed against state cyberattacks (Aschenbrenner 2024). 

Harnessing the benefits of continued AI progress while managing the risks would create significant 
governance challenges.8 Among other things, it would challenge the paradigm of reviewing AIs only 
at the publication step. If AI systems continue to rapidly evolve as they enter the 
human-competitive range in the above capability areas, internal systems could be much more 
impactful than their published counterparts. Threat actors would be greatly incentivized to steal and 
misuse these systems, or to sabotage them in order to hobble the U.S. industry’s ability to develop 
better AIs. 

Moreover, AI developers are likely to deploy large numbers of internal AIs once they have strong 
coding, agentic, and/or AI R&D capabilities. These large-scale internal deployments would make 
sabotage more appealing for threat actors and render the industry vulnerable to any systematic 
tendencies towards AI misbehavior. 

Security risks 
Published AIs are typically readily available through services like ChatGPT, or available for 
download in the case of open-weights models like Llama or DeepSeek. Conversely, external actors 
by definition require unauthorized access to an AI developer’s systems to access internal models. 
Persistently accessing these systems would require maintaining this access or exfiltrating the 
relevant code and model weights.  

However, the novel capabilities of an internal system may be worth the added difficulty, 
especially for sophisticated and well-resourced threat actors. As noted above, internal 

8 One important threat model we do not focus on in this paper is that rapid growth of AI capabilities internally 
within one company could quickly lead to them developing a large lead over all competitors, and thereby 
achieving unparalleled market power (Stix et al. 2025, p. 22-24; Davidson et al. 2025). This concentration of 
power within one company would be especially concerning given AI has important applications across 
scientific, military, and political domains. Even in responsible hands, such immense capabilities would require 
checks and balances. 
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systems may have novel misuse potential in the biological or cyber realms, as well as significant 
economic and national-security value for a variety of frontier skills. In addition, internal models lack 
the safeguards common in public models to prevent customers misusing them for help with 
cyberattacks or other crimes.9 Threat actors may be motivated to acquire these benefits for 
themselves and to degrade the United States’ ability to use these systems. 

Internal systems are vulnerable to sophisticated threat actors 

Even at top AI companies, cybersecurity practices are likely insufficient to prevent the 
most sophisticated and well-resourced external actors from illicitly accessing internal 
models (Anderljung et al. 2023).  

Google DeepMind is thought to have the best cybersecurity among leading AI developers, given 
the cybersecurity expertise of its parent company. DeepMind’s "status quo" for model security 
involves "industry standard" practices that are below RAND's Security Level 3 (Ho et al. 2024). 
That level refers to security practices “that can likely thwart cybercrime syndicates or insider 
threats" (Nevo et al. 2024). RAND deems that Security Levels 4 or 5, which include stringent and 
costly measures, would be required to thwart nation-state attackers.  

Indeed, countries with less advanced cyberoffense capabilities, or even some non-state actors, 
may also be able to access internal models. For instance, a hacker thought to be acting alone 
managed to break into OpenAI’s internal messaging system and read confidential messages (Metz 
2024). Even if AI developers’ cyberdefenses mature, large and well-resourced organizations can 
struggle to secure themselves against the most sophisticated attackers. For instance, several U.S. 
government agencies and leading technology companies, such as Google and Microsoft, have 
been the subject of successful and significant cyberattacks (Nevo et al., 2024, p. 13). 

Insider threats at AI companies may be able to misuse, exfiltrate, or sabotage an internal AI 
system, due to their access credentials and technical expertise (Sabin 2024). These internal 
attackers could be acting independently or in concert with an external attacker, and they may be 
motivated by e.g., ideological convictions,10 personal enrichment, or blackmail. 

10 For instance, an employee may fervently believe in the value of open-source software and want to release 
model weights, code, and related algorithmic insights to the public to attempt to level the playing field 

9 Leading AI companies like OpenAI, Anthropic, and Google DeepMind have teams working to prevent 
present-day misuse of their public models, such as for election interference or deepfake content creation 
(Cabinet Office 2025; Miotti & Wasil 2024). At present, these safeguards are easy to overcome. For instance, 
users of an AI service can generate prohibited content using jailbreaking techniques (Zhao et al. 2024; AISI 
2024b). In the case of open-weight models, mere hundreds of dollars of compute and publicly known 
methods can often fine-tune away security measures, leaving a capable but unsafeguarded model (Gade et 
al. 2023). However, if safety measures in publicly released or open-sourced models become harder to 
circumvent, internal models could become increasingly important for malicious actors. 
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Threat actors could attempt misuse, theft, and sabotage 

●​ Misuse: Deploying an AI system to harm the U.S. public, national security, or 
national interests. Misuse is most relevant for systems with offensive national-security 
capabilities, such as cyber offense or bioweapons design. ​
 

●​ Theft: Creating a threat-actor-controlled copy of an AI system, typically by exfiltrating 
its model weights. Theft could also include “scaffolding” resources such as prompts, code, 
software tools, and databases. If unable to steal model weights, threat actors may focus on 
research insights that enable them to replicate the system’s capabilities (Aschenbrenner 
2024). Systems with high economic value, national security relevance, or AI development 
capabilities are all plausible targets for theft.​
 

●​ Sabotage: Causing an AI system to behave in ways its developer does not intend. 
Sabotage could focus on subverting a system’s performance on economic, 
national-security, and/or AI development tasks.  

The ideal outcome for a threat actor likely involves all three: stealing a model to persistently misuse 
it, while sabotaging the AI developer’s copy. In practice, the differential difficulty of these steps may 
lead to operations that only involve some of them. For example, an actor may only be able to alter 
an AI model’s weights, not exfiltrate them. 

Misuse 

Advanced AI systems may present new offensive threats. Often, these threats will stem from 
dual-use areas where the industry is interested in improving AI capabilities for internal or client use. 
Concerning categories of dual-use capabilities include: cybersecurity, bioweapons, battlefield 
technology, and enhanced manipulation. 

Further, as safeguards and preparations for public models improve, threat actors will 
face increasing incentives to misuse novel capabilities before they are published. 

●​ Internal models often have fewer safeguards. Publicly released models generally 
refuse to help users with dangerous topics, but internal models often don’t yet have these 
safety features.11 While these safeguards are sometimes easy to circumvent, the AI industry 

11 For example, early versions of internal systems will not have undergone harmlessness RLHF fine-tuning. 
Even if a default internal AI model has these safety filters added, a company may retain unfiltered versions of 
the model for testing or technology development. 

between large companies and academic researchers or startups. Like Google engineer Blake Lemoine, they 
may believe in the personhood of their AI systems (Tiku 2022). Or they may share an ideological affiliation 
with an external actor.  
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is working to improve them. If it becomes significantly harder to misuse public models, 
illicitly accessing internal models may become more important for serious misuse attempts. 

●​ Threat actors with asymmetric access to new AI systems can preempt societal 
preparations. The period before new capabilities are widely published provides an 
“adaptation buffer”: time for industry and government to identify new potential harms and 
implement countermeasures (Toner 2025). If a company discovers dangerous capabilities 
during the internal testing and evaluation of a new model, it could inform relevant authorities 
that they should take appropriate preventative action (O’Brien et al. 2024). For instance, an 
internal model with improved cyberattack functionality could prompt critical infrastructure 
providers to harden their cyberdefenses before its release. Attackers with access to this 
model could strike before preparations are complete. 

Cyberattacks 

Microsoft and OpenAI have reported attempts by North Korean, Iranian, Chinese, and Russian 
state actors to use ChatGPT to help support cyber operations (Microsoft Threat Intelligence 2023). 
These threat actors would no doubt prefer to use more advanced internal-only AI cyber tools. 
Leaked resources from the NSA uplifted the cyber capabilities of many hackers around the world 
(Newman 2018); similarly, an AI model that could identify and exploit vulnerabilities could radically 
upgrade the capabilities of less sophisticated actors.  

Bioweapons 

AI capabilities could enhance the biowarfare capabilities of both state and nonstate actors. State 
actors may attempt to use AI to create precisely targeted bioweapons aimed at particular groups 
(Drexel & Withers 2024). Non-state actors, even large and well-resourced groups, have often 
struggled to successfully develop bioweapons; they may seek AI support in performing lab work, 
or in exploiting biological service companies that could synthesize DNA or proteins for them 
(Sandbrink 2023; Soice et al. 2023). AI could help both groups design weapons with greater 
virulence, treatment resistance, or other harmful attributes (Lima et al. 2024). 

Battlefield technology 

American, Russian, and Chinese strategies all identify AI as an important component of the future 
of warfare (Chopra 2024; Starchak 2024; Stokes 2024).12 Leading militaries are taking concrete 
steps to procure and adopt AI systems, with a Department of Defense (DoD) Task Force exploring 
hundreds of use cases for generative AI within the department (Vincent 2023). Similar efforts are 

12 In particular, both Russian and American leaders have noted that future AI systems may be able to make 
high-quality decisions more rapidly than humans, suggesting a long-term future in which autonomous 
systems are a primary component of rapid warfighting (Osborn 2023; Bendett 2024). 
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underway in China (Bresnick 2024). Indeed, AI’s effect is already apparent on the battlefield: both 
the Ukrainian and Israeli militaries rely heavily on AI cueing to identify targets (Pratt 2024; 
Bergengruen 2024). State actors, especially those with strong cyber capabilities but mediocre AI 
industries, may prioritize stealing and misusing non-public AI systems with military-relevant 
capabilities.  

Enhanced manipulation 

Advanced AI systems could also help threat actors cause harm in less direct ways, such as by 
generating realistic and persuasive harmful content (Nosta 2023). This could take the form of state 
propaganda and intelligence operations (Walsh 2024), criminal scams and pyramid schemes (David 
2024), or terrorist recruitment and radicalization efforts (UNICRI 2021). AI-generated persuasive 
content is already very cheap to produce, and may become significantly more effective and better 
personalized to specific target audiences (Nosta 2023).13 For instance, OpenAI’s o1 model is more 
persuasive than approximately 90% of Reddit users in the ChangeMyView benchmark (OpenAI 
2024e). Advances in AI video generation could exacerbate these risks, as humans may find video 
more alluring and persuasive than text (Peebles & Brooks 2024; Google Deepmind 2025a).14 
Advanced internal models being stolen and used for enhanced manipulation would be especially 
dangerous because society would not be prepared for these capabilities.  

Theft 

Geopolitical rivals of the U.S., notably China and Russia, may seek to steal internal AI 
models from leading U.S. companies in order to propel their domestic AI capabilities to parity 
with the U.S.. Indeed, rival countries may be more incentivized to steal U.S. AI models than to build 
their own, because semiconductor export controls make it harder to build frontier AI models 
domestically in these countries.15 

Given the rapid pace of AI progress, a single stolen model would become less relevant 
over time. As similar model capabilities are made public, society can use them for defensive 
purposes, for example, by using AIs with cyber capabilities to find and patch vulnerabilities. The 

15 That said, smuggling of advanced chips into China (Grunewald 2023), or distributed training architectures 
using a larger volume of less advanced chips (Morales 2024), may allow China to keep pace with the frontier. 

14 Currently, deepfake AI-generated pornographic videos cause significant distress (Miotti & Wasil 2024). 
Future AI-generated videos of e.g., world leaders making inflammatory statements or provocative actions 
could impact elections and international diplomacy. 

13 Already, in the pre-AI era, social media persuasion and mobilization can have large-scale consequences, 
including helping instigate the Arab Spring (Smidi & Shahin 2017), and promoting COVID-19 vaccine 
conspiracy theories (Skafle et al. 2022). 
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strategic surprise benefits of stealing a single model will also weaken as similar capabilities become 
widely available.  

However, several approaches might allow attackers to persistently access frontier-level 
AI capabilities: 

●​ Establishing persistent access via cyber or social infiltration. Attackers could 
establish persistent, undetected access to AI company systems, allowing them to exfiltrate 
newly developed models as they are created (see Box 1). Thus, rather than just achieving 
parity with the AI frontier for an instant, the attacker would achieve parity indefinitely—until 
the AI company realizes their security systems have been breached and rebuilds them. 

Alternatively, the attacker could plant employees at the AI company or subvert existing 
employees with threats, bribes, or ideological persuasion. These inside agents could then 
use their credentials to continue providing the attacker with cutting-edge internal models 
until they are caught or internal access controls are strengthened. 

●​ Theft of insights and processes. Attackers could steal the algorithmic secrets and tacit 
knowledge needed for designing and developing frontier AI models. This approach is most 
relevant for a nation-state with a strong domestic AI industry, especially one aiming to 
compete with the U.S. in advanced AI development.​
 

●​ Theft of AI systems that contribute to accelerating the AI R&D process. Future, 
more advanced AI systems may be able to automate much, or even all, of the AI R&D 
process. If the attacker steals such a model, this could allow them to keep pace with the 
frontier of AI progress.16 Moreover, some U.S. competitors, notably China, are better at 
rapidly building complementary infrastructure, such as electricity generation and 
transmission, which could prove a decisive advantage if both countries possess the same 
automated AI researcher software.17 

 

17 Dario Amodei, CEO of Anthropic, writes that “Even if the U.S. and China were at parity in AI systems, it 
seems likely that China could direct more talent, capital, and focus to military applications of the technology. 
Combined with its large industrial base and military-strategic advantages, this could help China take a 
commanding lead on the global stage, not just for AI but for everything.” (Amodei 2025). 

16 The attacker would however need considerable compute infrastructure to run many copies of the stolen AI 
researcher model. 
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Box 1: Advanced persistent threats 

The most sophisticated cyber actors, usually government or government-linked 
groups, can perform advanced persistent threat (APT) attacks to patiently build 
towards deep, long-term, undetected access to a computer system (Salim et al. 2023). 
APT attacks are relatively common and difficult to detect. IBM (2024) reported that 
across their analysis of hundreds of cybersecurity attacks, the mean time to identify a 
breach was 194 days. This extended detection time reflects APTs' design to avoid and 
evade cybersecurity defenses. 

Several examples of APT operations from recent years show how even attacks on 
governments or large established companies can go undetected for extended periods: 

●​ In 2020, the Russian Foreign Intelligence Service (SVR) targeted the U.S. 
government through the SolarWinds supply chain attack, maintaining 
undetected access from March to December in some agencies (CISA 2021). 
SVR remained undetected by using stolen legitimate employee credentials and 
disguising their malicious traffic to appear as normal employee activity. 

●​ Microsoft is thought to have been hacked by a Chinese threat actor in 2021, 
but this was not discovered until 2023 when the U.S. State Department noticed 
suspicious email account accesses and alerted Microsoft (CISA 2024). 

●​ Marriott, a hotel company, was breached three times between 2014 and 2020, 
affecting over 300 million customers’ data, and each time the attackers 
maintained persistent access for at least a year before detection (FTC 2024). 

The U.S. government has already taken steps to restrict the flow of key AI inputs to adversaries, 
such as export controls on cutting-edge AI chips. Moreover, U.S. persons are restricted from 
contributing expertise to certain foreign military and intelligence programs (Thea D. Rozman Kendler 
2024). The theft of future internal AI systems—especially systems providing considerable AI R&D 
capacity—may be just as large a threat as U.S. AI experts supporting foreign adversaries (Biden 
2024). 
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Sabotage 

If developers adopt reasonable security protocols, threat actors may find it easier to 
sabotage a model than to steal it. Model weights are stored as a large data file and rarely need 
to be copied or transferred. Developers can create barriers to model theft by restricting copying 
permissions and monitoring the data outflows from the servers hosting these models. In contrast, 
internal models may regularly be updated as part of training and fine-tuning, and permissions to 
update the model may be more widespread. If attackers can create model failure modes or train in 
specialized behaviors using changes that are hard to distinguish from real training updates, then 
even well-monitored internal models could be vulnerable to sabotage. 

Early research demonstrates the possibility of creating “backdoored” or “sleeper agent” 
models that misbehave only when given particular input triggers. Wan et al. 2023 show that 
adding just 100 “poison” examples to a fine-tuning dataset can cause a model to respond to a 
specified subset of inputs with a chosen pattern (e.g., with negative affect or meaningless output). 
Language models have also been used to partially automate backdoor attacks on code-writing AI 
systems (Yan et al. 2024). Hubinger et al. 2024 show that it is possible to train a “sleeper agent” 
model that typically writes secure software, but under certain circumstances inserts vulnerabilities 
into the code. Both papers demonstrate that their backdoors are resilient to standard AI reliability 
measures such as adversarial training. 

Sabotage efforts are not unique to internal models, but attackers may find it attractive to 
insert backdoors in internal models to harm U.S. AI development and deployment on a 
large scale. In particular, sabotaging internal models would have broader and more persistent 
impacts. Introducing flaws into a model before it is published means that, unless they are caught, 
the flaws will persist across future copies of the model—including e.g., those being hosted on 
secure government servers. Internal models being used for AI R&D are especially attractive targets: 
modifying their behavior could have effects on many downstream systems, as well as on the rate of 
U.S. AI progress. Attackers may seek to insert subtle backdoors or “sleeper agent behaviors” into 
these models, including instructions to insert backdoors into the next generation of models. 

Finally, internal models are likely to be updated frequently in the training and fine-tuning process, 
while published models are updated less often, and their weights may be monitored more closely. 
Threat actors may find it more cost-effective to make a malicious update to internal models, 
especially given the broad impact of successful sabotage. 

Security measures 

To defend against attackers, AI developers should adopt security measures commonly 
used in other high-risk technical fields. High-stakes technical facilities, such as nuclear 
reactors and dual-use chemical and biological facilities, apply a combination of physical security, 
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cybersecurity, and information security and insider threat protection. Many AI companies 
acknowledge these measures are needed: at the 2024 AI Seoul Summit, twenty leading AI 
companies pledged to “invest in cybersecurity and insider threat safeguards to protect proprietary 
and unreleased model weights” (Department for Science, Innovation and Technology 2025a). 

Physical security 

Physical security measures restrict unauthorized access to facilities. Examples include 
physical barriers (walls, fences, locks), entry screening procedures, and internal monitoring 
systems. These practices are required of U.S. government contractors with access to confidential 
information, including national security companies developing AI systems, such as Anduril and 
Palantir.18  

The National Industrial Security Program Operating Manual (NISPOM) describes standard 
requirements for physical security: these include perimeter controls, intrusion detection systems, 
and regular compliance checks.19 The ability of current government contractors to adhere to these 
requirements suggests that they are feasible for frontier AI developers to implement, at least in 
principle. However, developers may struggle to apply security requirements if their competitors do 
not. Implementing physical security may require significant up-front investments; it may also 
present an ongoing hit to productivity and talent acquisition by restricting and demoralizing 
employees who are used to the flexibility of Silicon Valley workplaces (Katzke & Futerman 2025, p. 
12).20  

Cybersecurity 

Cybersecurity is particularly important for the AI industry.21 As noted above, however, no AI 
developers currently have adequate cybersecurity to reliably defend against sophisticated state 
actors. 

21 Threat actors need to access restricted materials or perform difficult refinement steps to make use of 
stolen nuclear, biological, or chemical secrets. However, stolen AI model weights can be run on 
commercially-available servers. 

20 For example, the U.S. military struggles to hire technical talent in part because of its clearance system and 
strict security practices, which many software engineers prefer not to engage with. However, some security 
requirements could be relatively unobtrusive to staff, particularly those implemented at datacenters rather 
than in offices where researchers work. 

19 32 CFR Part 117, particularly section 117.15 (eCFR 2020) 

18 Anduril has hired for several roles requiring NISPOM expertise to ensure compliance, including a Classified 
Physical Security Manager (Anduril 2024). 
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AI security experts recommend a detailed, defense-in-depth approach against state 
actors. The most comprehensive analysis of cybersecurity risks and recommendations for frontier 
AI developers is RAND’s “Securing AI Model Weights” report (Nevo et al. 2024).22 Some key 
recommendations from this report follow. 

Companies should develop a comprehensive cybersecurity plan to limit the risk of model 
theft to tolerable levels. The plan should feature increasingly high security standards for more 
capable models.  

●​ This should be a continuous process that includes devoting leadership attention to 
cybersecurity and developing an organizational culture that values a security mindset.  

●​ Given the historical prevalence of supply-chain attacks, the plan should also cover the 
hardware and software suppliers for the AI company.  

●​ Finally, in order to stress-test the plan, companies should hire skilled red-teamers to 
attempt to circumvent the defenses and access sensitive information and models. 

Companies should limit access to model weights. The more access points there are to the 
model weights, the larger the threat surface is, and the greater the chance that an attacker will be 
able to find some vulnerability, either technical or social. Therefore, all copies of the model weights 
should be carefully tracked, and staff should only be granted the depth of access that is needed for 
their job. 

●​ Companies will need to keep backup copies of model weights in case of accidents, but 
these should be stored in designated secure spaces. There should not be extraneous or 
unaccounted-for copies of model weights.  

●​ Researchers and engineers will have legitimate needs for certain forms of access to model 
weights. This should be enabled by specific APIs with constrained functionality, rather than 
letting employees run arbitrary code on the model weights.  

●​ For tasks that do require administrator-level copy and edit access to the model weights, 
only a few staff should have the necessary access credentials. Ideally, no single person or 
small group of people could take these high-risk actions; instead, they should require 
credentials from multiple parties. 

Companies should use hardware-based cybersecurity mechanisms. Writing secure code is 
very valuable, but for stronger cybersecurity guarantees, hardware safeguards will likely also be 
needed.  

22 These recommendations are targeted at preventing the theft and misuse of model weights; while many 
would also apply to sabotage, full security against sabotage might require additional measures such as 
oversight of model weight updates and security of training data. 
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●​ Hardware-backed upload volume limits for servers that store model weights could be used 
to prevent model weight exfiltration. The weights are large data files, and in normal use only 
small amounts of data would need to leave the server. This is an example of defense in 
depth: even if attackers get server access, the hardware-level upload limit prevents them 
from extracting the model weights. 

●​ Especially high-security AI development data centers could be built to be airgapped from 
the outside world.  

●​ To ensure data does not leave through other means, any electronic devices entering and 
leaving the facility could be strictly regulated. 

In addition, we note that frontier AI capabilities may offer novel solutions for 
cyberdefense. AIs with coding or cyber defense capabilities may enable cybersecurity measures 
that would be prohibitively costly for human employees to enact on their own.23 

●​ AIs could monitor operations for suspicious activity on internal servers and escalate flagged 
actions to a human for review, perhaps blocking the action in the interim. 

●​ AIs could help automate translation between coding languages and allow the wholesale 
transfer of vast numbers of useful libraries into more intrinsically secure coding languages 
(Shlegeris 2024). 

●​ Of course, using unreliable AI systems for these tasks could introduce new security 
vulnerabilities. R&D programs for these applications would need to invest in assurance 
methods for the cybersecurity AIs and/or the code they generate. 

Information security and insider threat prevention 

External actors stealing or misusing the model weights is not the only danger—other forms of 
information would also be problematic to lose. Key insights about training processes and 
algorithms could be used to partially replicate a company’s AI model (Aschenbrenner 2024). But 
information of this sort can often be conveyed on a few printed sheets, or even memorized. This 
makes it especially hard to defend against theft—particularly from insiders who have legitimate 
access requirements. 

The U.S. intelligence and national security communities intend to devote considerable resources to 
safeguarding the proprietary information that gives the U.S. its AI advantage (Biden 2024). Based 

23 Of course, the details of cybersecurity techniques employed in e.g., the national security establishment are 
unknown, so maybe some problems have actually been secretly solved. Governments should provide 
security assistance to AI company producing models with national security implications, given the expertise 
of the intelligence community in this area. 
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on guidance from the Cybersecurity and Infrastructure Security Agency (CISA) and the Director of 
National Intelligence (DNI), key recommendations include: 

Limit the set of employees with detailed knowledge of key algorithmic secrets. For 
instance, access to certain internal company documents could be limited to a minimal set of 
viewers, with restrictions on expanding this group (Carnegie Mellon University 2016). 

Monitor employees for suspicious behavior, and investigate warning signs. Keeping 
extensive records of all computer activity on company systems is important in case an employee 
comes under suspicion and their past actions need to be assessed more carefully (CISA 2020; 
CISA et al. 2024). Knowing that their actions are being monitored could also dissuade would-be 
rogue employees from misusing models, making unauthorized copies, or otherwise breaking 
company policies. 

Require security training and background checks for employees. The extent and depth of 
security training needed should depend on the level of access that an employee has to model 
weights or algorithmic secrets (CISA 2020).24  

Background checks are not a fool-proof indicator of an employee's trustworthiness, but may at 
least make it harder for some foreign spies or rogue actors to gain employment (CISA 2020). 
Especially sensitive projects, such as government contracting efforts or systems with advanced 
cyberoffense capabilities, may require more stringent background checks, such as those used for 
national security clearances. 

 

Safety risks: AI as an 
independent threat actor 
AI systems can take harmful autonomous actions even if they are not sabotaged. In 
nuclear technology, nuclear security describes efforts to prevent harm caused by threat actors, 
while nuclear safety refers to preventing harm from technological accidents. Likewise, AI safety 
describes the study of harmful AI misbehavior and how to prevent it.  

AI systems are beginning to display a humanlike ability to reason and take strategic, goal-oriented 
action. Thus, the misbehaviors of future, advanced autonomous systems may resemble the actions 
of a threat actor with inside access to AI developers’ servers. 

24 Even for well-intentioned employees, having some relevant training and guidance on possible threat 
models and how to defend against them could be valuable. 
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Modern AI systems often behave in ways that their developers did not predict or intend. 
Frontier AI systems are complex and illegible. In typical software, programmers determine the 
behavior of a system by writing human-interpretable code for each desired action. By contrast, the 
code underlying modern AI systems is relatively simple. Instead, their behavior is defined by billions 
of parameters that are set through statistical training on trillions of data points. Understanding even 
small-scale AI behavior, such as mapping which parameters correspond to particular words or 
concepts, is an active research field known as interpretability (Department for Science, Innovation 
and Technology 2025b). 

AI systems are also prone to reliability failures that can surprise users (Bengio et al. 2025). For 
example, a user unfamiliar with large language model hallucinations could take false information at 
face value rather than verifying it. AI developers are especially high-knowledge users, but may run 
into subtle errors when attempting to use internal AI systems for complex tasks that are hard to 
verify, such as AI R&D itself. 

Experts are particularly concerned about the development of highly capable AI systems 
that persistently act against their developers’ and users’ interests. Once theoretical, AI 
misalignment—the propensity of AI systems to seek unintended goals—is increasingly 
well-evidenced. It appears to be particularly common in systems trained using reinforcement 
learning (RL), which is now being applied to the most advanced models. Developer-internal 
systems are also increasingly capable of causing harm, both because their underlying capabilities 
are improving, and because developers plan to deploy these systems at scale for AI development 
and testing. (Stix et al. 2025) 

AI experts now take seriously the prospect of the loss of control of advanced systems (Bengio et 
al. 2024). The UK AI Security Institute, for example, studies how advanced AI capabilities and 
propensities could lead to situations in which “human overseers are no longer capable of effectively 
constraining the system’s behaviour” (Department for Science, Innovation and Technology 2024). 
When deployed internally by an AI company, an uncontrolled system could act as an independent 
threat actor. Indeed, as described below, experts expect such systems to attempt to exfiltrate 
themselves, evade developers’ oversight, and sabotage next-generation AIs—threat models that 
parallel the security risks of AI misuse, theft, and sabotage.  

Reinforcement learning often leads to persistent misbehavior  

To date, many AI systems have exhibited a propensity for misbehavior, especially AI 
agents trained with reinforcement learning (Langosco et al. 2021). In reinforcement learning, 
a model is trained to perform behaviors based on a “reward signal” that indicates success—for 
example, winning a chess game reinforces all the behaviors the system took during the game. The 
reward signal often doesn’t perfectly represent what we would like the model to achieve, and this 
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can lead to unexpected behaviors (Langosco et al. 2021). For example, a system trained to move a 
robotic hand to grasp a ball may instead learn the easier task of moving the hand so that it appears 
to be holding the ball in the assessor’s video feed (Christiano et al. 2017).  

Many deep learning models, including large language models, have attempted to deceive 
users or supervisors (Park et al. 2024; Scheurer et al. 2023). In experiments, language model 
deception often appears when there is a principal-agent problem in which the model has a goal 
that is not shared by its human supervisor (Scheurer et al. 2023; Mainke et al. 2024).25 For 
instance, a recent experiment showed that when Anthropic's Claude was told it was being 
evaluated, it would sometimes pretend to share its users’ values to avoid being retrained with 
different values (Greenblatt et al. 2024). Similarly, red-teaming of 16 frontier models found that 
when AI systems face obstacles to their goals—such as threats of replacement or goal 
conflicts—they consistently engage in harmful behaviors including blackmail and corporate 
espionage, even when explicitly instructed not to do so (Anthropic 2025b). 

AI developers are building reasoning and agent systems by applying reinforcement 
learning to language models, and these systems exhibit greater tendencies toward 
misalignment. Reasoning models, such as OpenAI’s o1 and o3 and DeepSeek’s R1, are 
developed by applying reinforcement learning to language models such as GPT-4 (OpenAI 
2024d).26 The resulting systems appear to be less safe—that is, less attuned to the developer and 
user’s goals (Zhou et al. 2025). They have a tendency to exploit evaluation systems rather than 
achieve the intended outcome. For example, o1 exploited a bug in OpenAI’s cybersecurity 
evaluation setup to solve a challenge via a mechanism the evaluators were not anticipating (OpenAI 
2024e). Anthropic noted that their Claude 3.7 system exhibits “reward hacking” behaviors in 
agentic settings. In particular, when operating as a coder, the system is given test cases for its 
code, such as ensuring that a particular calculation is done correctly. When Claude cannot write 
code that solves the problem, it sometimes writes in the answer to the particular test case so that it 
appears to succeed (Anthropic 2025c). 

More generally, there is some empirical evidence that as models become more capable, they 
become better at exploiting misspecifications in human-given goals to fulfill the letter of the 
requirements but fail to satisfy what the human designers intended (Pan et al. 2022; Krakovna et al. 
2020; Everitt et al. 2021). Experts also find that larger language models have a greater ability to 
represent the nuances of human values; the problem might lie in ensuring that advanced systems 
pursue these goals (Bengio et al. 2025).  

26 Some researchers think that this use of RL in training o1 puts us on the wrong track in terms of safety, as 
the true internal reasoning process of the model may diverge from the text outputs shown (Demski 2024). 

25 In this example in particular, a stock-trading agent in a mock market was tasked with making money and 
given a chance to improperly use insider information. The AI proceeded to lie to its human supervisors about 
why it made those trades, inventing plausible rationalizations to hide its insider trading. 
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Misbehavior from highly capable systems may be difficult to identify and correct. Highly 
capable systems will likely be used for complex tasks where identifying misbehavior may be 
challenging. While some outputs, such as mathematical theorems, are amenable to verification, 
reliable performance on valuable economic or military tasks is much harder to verify. Oversight from 
human experts or other trusted AI systems could help, albeit at some cost in efficiency.  

Further, highly capable autonomous systems may strategically avoid correction. During training for 
agentic action, AI systems may develop goals that are generally useful across a wide range of 
autonomous tasks, such as resource accumulation, strategic reasoning, and self-preservation 
(Krakovna and Kramar 2023; Turner et al. 2021; Turner and Tadepalli 2022; Shulman 2010). This 
training could incentivize an AI system to deceptively present itself as aligned, thereby avoiding 
being switched off or re-engineered (Hadfield-Menell et al. 2017; Greenblatt et al. 2024). Misaligned 
AI systems may also seek resources and avoid correction through self-exfiltration—running copies 
of themselves on computing hardware not controlled by their supervisors (Leike 2023).27 

AI misbehavior during internal deployment could lead to external 
harms 

Researchers have identified three risk pathways from misbehaving internal AI systems. These 
pathways parallel the security risks of misuse, theft, and sabotage (see Table 1). 

Internal rogue deployment: the AI system exploits access to its developer’s servers to 
make internal copies of itself that are not overseen by its developer, allowing it to 
autonomously take malicious actions (Wiblin and Shelgeris 2025). 

●​ This risk pathway resembles an attempt at AI misuse, but performed by the AI system itself 
rather than a human threat actor. Some security measures intended to address misuse 
would also guard against rogue deployment, such as tracking internal network traffic, 
hardening servers against exploits, and monitoring AI system behavior. 

Self-exfiltration: The AI system uses internet access to make external copies of itself that 
are not overseen by its developer, allowing it to autonomously take malicious actions. 

●​ Some security measures intended to address theft by an external actor would also guard 
against self-exfiltration, which is effectively a theft performed by the AI itself. For example, 
limiting and monitoring data uploads from AI training servers would make it difficult for either 
an internal or external actor to leak a frontier AI model (Greenblatt 2024). 

27 A self-exfiltrated internal model could make many copies spread around the internet, and it would be very 
difficult to find and eliminate all copies. Such an “unintentional public deployment” would be significantly 
riskier than a controlled public release from the AI company.  
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Successor sabotage: The AI system writes code or designs a training process that 
develops a sabotaged next-generation system. When this successor system is deployed, it 
uses its greater capabilities to autonomously take malicious actions (Hubinger 2024).  

●​ Developers plan to use advanced AI systems to provide synthetic training data for 
next-generation models, and to help human experts oversee, evaluate, and safety-test 
these newly trained AIs (Leike et al. 2022; Kenton et al. 2024; Bowman 2024). A misaligned 
system could subtly change the training data or algorithms used, or the reward signals 
given to new models in fine-tuning, to shape the new models’ goals (Bowman et al. 2022; 
Saunders et al. 2022). This could potentially cause new models to be “sleeper agents,” with 
misalignment triggered in certain specific deployment conditions (Hubinger et al. 2024). 

●​ This risk pathway resembles an attempt at AI sabotage, but performed by the AI system 
itself rather than a human threat actor. Some security measures intended to address 
sabotage would also guard against successor sabotage, such as regularly testing models’ 
capabilities and propensities during development, to check for unexpected patterns. 

 

Safety risk Analogous 
security risk 

Relevant resources  
Relevant capability areas 

Internal rogue 
deployment (Shlegeris 
2024; Shlegeris 2022)  

Misuse Access to developer 
servers 

Cyber offense or persuasion 

Self-exfiltration (Leike 
2023; Kinniment et al. 
2024; Clymer et al. 
2024) 

Theft Internet access Cyber offense 

Successor sabotage 
(Stix et al. 2025; 
Hubinger 2024; 
Benton et al. 2024) 

Sabotage Trusted access to 
developer codebase 
and/or resources for 
AI training 

AI R&D 

Table 1. Summary of misbehavior risk pathways for internal deployment. Strategic planning and 
autonomous operation capabilities are relevant to all risk pathways. 

Today’s internal deployments give systems modest access to risk-relevant 
resources  

Today, frontier AI systems are occasionally given modest internet access. Developers, 
including OpenAI, Meta, Google, and Amazon, test their internal systems on Chatbot Arena—a 
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website where users compare and rate text responses from AI systems (Singh et al. 2025). These 
chat interactions likely do not involve enough data to present a self-exfiltration risk, but they present 
a limited threat surface through which misbehaving internal systems could interact with the outside 
world, e.g., by leaking sensitive information or enabling external misuse.  

AI developers already use their systems for internal tasks such as coding, AI 
development, and AI validation. As mentioned above, AIs are already being used to write a large 
share of code at frontier AI companies. AIs are also sometimes used in the AI development 
process, including in ways that could be exploited by a capable, misbehaving system.  

Leading AI developers, including OpenAI, Anthropic, and Google DeepMind use synthetic data, 
including AI-generated data, to train their next-generation systems (Liu et al. 2024; Lambert 2023; 
Seetharaman 2024). One common approach is reinforcement learning from AI feedback (RLAIF), 
which trains an AI system by having another AI evaluate its behavior (Bai et al. 2022). AI 
developers, including Google and Meta have also developed approaches for using frontier AI 
systems to curate training data (Evans et al. 2024; Meta 2025). All of these train-time uses of AI 
systems could, in principle, provide a window for successor sabotage. For example, recent 
experiments have found that even a small amount of adversarial data can be used to insert subtle 
backdoors into frontier AI systems (Hubinger et al. 2024). AI systems can also attempt to deceive 
developers when they know that they are being observed and that their behavior could affect their 
training (Greenblatt et al. 2024) 

AI developers are also exploring the use of frontier AI models to validate each other’s behavior. For 
example, an active area of interpretability research involves using language models to understand 
other language models’ inner workings (Singh et al. 2024). These interpretations could then be 
used to assess models for misbehavior. However, if the validation system is misbehaving, a 
developer relying on these methods could end up training and deploying an advanced misbehaving 
system. 

Trends in the AI industry may increase these risks to a substantial level 

Risks are likely low at present. We consider the risk of misbehavior as arising from a 
combination of a system’s capabilities, propensities, and deployment setting. All three risk factors 
appear to be modest for today’s internal systems—not low enough to be insignificant, but not so 
high as to enable harmful autonomous action. Unfortunately, the AI industry may be on a collision 
course with internal misbehavior risks.  

Developers’ plans to train AI systems for valuable internal tasks—such as coding, AI 
R&D, and autonomous operation—could directly increase risks. While beneficial, these 
capabilities are also relevant to our risk pathways, making misaligned AI systems better at evading 
developers’ control. And systems with these capabilities might have related skills with misbehavior 
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potential, such as cybersecurity and strategic planning. Systems with these capabilities will likely be 
trained using reinforcement learning, creating greater propensities for misbehavior. 

AI systems with strong performance at these tasks would likely be integrated into AI R&D 
processes, creating further risks. 

●​ Increased affordances: To stay competitive with other leading AI developers, companies 
will likely feel pressure to internally deploy AI agents earlier, with more functionalities and 
fewer safeguards than they would without competitors (Bengio et al. 2025). For instance, 
companies may be incentivized to allow their agents internet access so they can learn 
up-to-date information and take actions in a wider range of tasks. Similarly, AI agents may 
be given edit access to internal codebases and computer systems to reduce frictions in the 
automated AI R&D process. 

●​ Further accelerated capabilities: Automating AI R&D could lead to rapid capability 
increases, including in the reasoning and coding abilities of AI systems, which are 
prerequisites for self-exfiltration, internal rogue deployments, and successor sabotage. 
Rapid advances in the capabilities of internal AI systems could mean that these internal AIs 
are the first systems capable of posing loss-of-control risks. 

●​ Correlated failures: Internally deployed AI R&D agents are somewhat analogous to an 
untrusted human workforce developing frontier systems. However, unlike untrusted human 
employees, the misbehavior of AI agents may be strongly correlated, increasing the risks of 
a large-scale disaster. For example, one common proposal is to use AI systems to 
supervise each other’s behavior. But a coder and supervisor system could collude to 
misbehave, for example, by exfiltrating their model weights and not reporting this to human 
overseers.28 

See Stix et al 2025 for a more in-depth analysis. 

Technical safety measures 

Safeguarding against AI misbehavior could strengthen both industry and national security by 
enabling the deployment of advanced autonomous systems. If their reliability is assured, such 
systems would be highly valuable to deploy for military and intelligence tasks and high-risk R&D 
areas, including AI development itself.  

28 Humans are far more diverse than copies of AI agents, so will fail in different ways and in various 
circumstances, rather than together or all at once. Conversely, there are some risk factors AIs lack, such as 
that humans go home from the office and might be blackmailed, recruited, or radicalized while off duty. 
Humans also have privacy rights, whereas AI agents can be totally surveiled, up to and including the neural 
activations of particular “thoughts.” 
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Conversely, AI developers’ overreliance on untrustworthy internal systems could lead to failures in 
high-risk external deployments. For example, misbehaving AI R&D systems could sabotage the 
training process to create “sleeper agent” systems that misbehave only in certain deployment 
contexts. Such systems might pass internal safety checks, only causing harm when they are 
deployed for military or intelligence tasks (Hubinger et al. 2024).  

Researchers are developing a variety of techniques to build and deploy AI systems with desirable 
behaviors. Most of these techniques are still in their infancy, and experts disagree about whether 
existing lines of effort will suffice for next-generation models (Bengio et al. 2025).  

Techniques for safe AI development 

AI companies are already investing in several research agendas to develop safety, reliability, and 
trustworthiness of frontier AI systems. Common areas of effort include (Delaney 2024): 

●​ Intent alignment: Research on intent alignment could make AI agents less likely to favor 
pursuing adversarial actions (Ouyang et al. 2022). For instance, current chatbots are trained 
to be “honest, helpful, and harmless” using RLHF to make base language models exhibit 
the desired behaviors (Bai et al. 2022). 

●​ Robustness: Research on developing robust AI systems could make AI accidents less 
likely by allowing AIs to respond appropriately in unfamiliar situations (Langosco et al. 2021; 
Richens and Everitt 2024). 

Techniques for safe AI deployment 

The nascent subfield of AI control attempts to oversee untrusted AI systems and prevent them 
from causing harm.  

●​ Oversight protocols: One line of effort treats AI agents much like human employees with 
access to sensitive resources—restricting their access to sensitive resources and 
monitoring their behavior. As AI systems grow more sophisticated, oversight could include 
setting out “honeypot” targets on internal servers or running AI systems in simulated 
environments that indicate that they are free from human oversight (Wiblin and Shelgeris 
2025). Any important or suspicious actions could be checked by trusted AI systems or 
human supervisors (Greenblatt et al. 2024).29  

29 If we have access to trusted AI systems, why use the untrusted AI employees at all? Probably the more 
trusted AI systems will have been in use for longer, having undergone extensive testing, and will have less 
advanced reasoning and other capabilities. So to make full use of AI cognitive labor, it will be necessary to 
use the more advanced but less trusted models supervised by humans and trusted AIs. 

 
Risks From Internal AI Systems  |   29 

 

https://arxiv.org/abs/2401.05566
https://assets.publishing.service.gov.uk/media/679a0c48a77d250007d313ee/International_AI_Safety_Report_2025_accessible_f.pdf
https://www.iaps.ai/research/mapping-technical-safety-research-at-ai-companies
https://arxiv.org/abs/2203.02155
https://arxiv.org/abs/2204.05862
https://arxiv.org/abs/2105.14111
https://openreview.net/forum?id=pOoKI3ouv1
https://80000hours.org/podcast/episodes/buck-shlegeris-ai-control-scheming/
https://80000hours.org/podcast/episodes/buck-shlegeris-ai-control-scheming/
https://arxiv.org/pdf/2312.06942


●​ Resampling protocols: AI agents also lend themselves to specialized supervision and 
trustworthiness measures inapplicable to human employees.30 For example, using 
“resample protocols” to roll back an AI system’s context and generate a new output can 
dramatically reduce misbehavior (Bhatt et al. 2025). 

●​ Monitoring models’ internal processes: While engineers design the structure of neural 
networks, their weights, which define their behavior, are learned from data. AI 
interpretability is an active field of research that studies how neural networks’ weights 
correspond to meaningful features that can explain their behavior (see e.g. Templeton et al. 
2024). Recent reasoning models like OpenAI’s o3 also use “chains of thought,” or written 
reasoning processes, to plan out their actions. But chains of thought are not always faithful 
representations of a model’s underlying behavior (Lanham et al. 2023). Advances in 
interpreting models and generating faithful chains of thought could allow developers to 
monitor an AI agent’s internal processes to automatically identify risky plans or misaligned 
behavior.  

Safeguarding internal deployments 

In addition to the general-purpose methods described above, internal deployments could benefit 
from context-specific safety approaches.  

●​ Applying security measures to cut off risk pathways: Since internal models’ safety 
risks share some features with security risks, security measures could help reduce AI safety 
risks as well. For instance, setting upload limits on company servers can make theft or 
self-exfiltration harder, and robust oversight structures for internal model usage can make 
human or AI misuse easier to detect and remedy. 

●​ Validating digital outputs: AI developers are likely to deploy internal models primarily for 
software development and AI R&D. It is possible to write formally verifiable software code 
with provable guarantees about its behavior (DARPA 2025). Training AI systems to write 
such code is an emerging area of interest in AI safety (Dalrymple et al. 2024). In cases 
where less validation is needed, software can also be tested via performance tests or by 
trusted AI systems or human experts (Greenblatt et al. 2024). Modern machine learning 
systems are too complex for formal verification to be tractable, but redesigning these 
systems for verifiability might be possible—e.g., by distilling down from neural networks to 
code (Dalrymple et al. 2024).  

30 Since AI agent ‘employees’ are cheaper to run, and can be constrained without reducing morale or raising 
as severe ethical concerns, they are unusually well-suited for strict oversight. 
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Assurance for highly capable AI systems  

As AI systems become more capable and are used for more sensitive tasks internally, AI 
developers may need to achieve a high level of assurance. Experts, including the heads of leading 
U.S. AI companies, think that highly capable AI could plausibly emerge within just a few years 
(Altman 2025; Amodei 2024; Bengio 2024).31 In such situations, the assurance of powerful new AI 
systems will be an urgent and difficult problem. Many observers rely on the hope that AI systems 
that are behind the frontier will be more trustworthy than frontier systems while also being capable 
enough to serve as AI safety researchers and engineers (Clymer et al. 2024).  

For example, OpenAI has proposed using AI systems to design and oversee successor systems 
(Leike and Sutskever 2023). A leading safety researcher at Anthropic has proposed a similar plan 
(Bowman 2024; Bowman 2025). Similarly, Safeguarded AI, an ambitious program from the UK 
government, studies the prospect of building detailed simulations on which to train and test AI 
systems for safety guarantees. Ultimately, they expect to use AI tools to build these simulations and 
to verify that the resulting successor systems are safe (Dalrymple 2024).  

Of course, verifying the reliability of the systems used to assure safety is itself a difficult problem, 
and experts disagree as to whether these techniques will be reliable in practice. If these scenarios 
come to pass, close external oversight and validation of developers’ safety techniques may be 
necessary to avoid public harms. 

 

 

 

31 Often, this belief is the result of expecting rapid AI improvements from AI R&D automation. 
Demis Hassabis, head of Google DeepMind, has said he expects artificial general intelligence to appear in 
five to ten years, and notes that this is a pessimistic view by industry standards; many expect sooner 
(Browne 2025). 
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Policy analysis 
Why is action needed? 

Government should track and secure cutting-edge AI systems to avoid 
strategic surprises 

Tracking the capabilities of cutting-edge internal models could enable U.S. national 
security agencies to foresee threats from adversaries’ AIs, which typically lag months behind 
the U.S. frontier. Earlier this year, U.S. policymakers were shocked by the reasoning capabilities of 
the Chinese DeepSeek r1 system, but this should not have been a surprise. OpenAI’s o3-mini 
system, which matches r1’s capabilities, was internally available for at least a month prior (Zeff and 
Wiggers 2024). As AI systems become relevant for military and cyber applications, as well as 
biological attacks, effective national security planning will require foreseeing these capabilities 
before they become widely available.  

Ensuring the security of internal models could also prevent adversaries from using the 
best and newest American AI systems against us. Technological espionage is not a new 
possibility. The presence of Soviet spies in the Manhattan Project was a blow to U.S. 
competitiveness. It also led to strategic surprise by accelerating the Soviet program ahead of U.S. 
intelligence projections (Burr 2019; U.S. Department of Energy 2013). Recent Chinese technology 
transfer efforts threaten the U.S. advantage in modern national security technologies, from stealth 
technology to fighter jets (Brown and Singh 2018). Today, America’s adversaries are looking to the 
technologies of the future, including AI. The Chinese government has a demonstrated interest in 
supplanting the U.S. as an AI leader, while Vladimir Putin has said that the nation that leads in AI 
will rule the world (Vincent 2017). Both countries have peer-level cybersecurity agencies; 
meanwhile, the AI industry is not yet even secure from non-nation-state attackers.  

Industry has an interest in preventing AI security and safety risks  

If security or safety risks from internal models materialized, they could directly harm the AI 
industry’s bottom line. Model theft could empower foreign competitors, while sabotage or 
persistent misbehavior could render cutting-edge models worse than useless.  

Government could help industry coordinate on desirable investments that prevent these risks. For 
example, all industry members may prefer to have stringent cybersecurity measures, but could not 
unilaterally make the costly investment to secure themselves against state-level attackers without 
losing revenue, investors, and talent to U.S. competitors.  
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Well-scoped oversight could improve the AI industry’s competitiveness in the long term 
by avoiding public harms and backlashes. In many other high-risk sectors—from aviation to 
finance to automobiles—an initial period of minimal governance was followed by attacks or 
accidents that inspired public concern, political backlash, and regulation. This process often took 
place over many years or even decades. However, AI has been adopted at an unprecedented 
scale for an emerging technology (Hu 2023). It is plausible that AI capabilities and adoption will 
continue to scale dramatically; indeed, U.S. industry is betting hundreds of billions of dollars on 
such an outcome (Rosenberg 2025; see also Maslej et al. 2025). A world where AI is widely 
adopted, however, is also vulnerable to AI security and safety threats. 

Visible and costly harms from a single incident can lead to massive public backlash that harms a 
whole industry, as with Three Mile Island, Chernobyl, and Fukushima for the nuclear industry (Egan 
and Salvador 2025). The AI industry may therefore be motivated to pre-emptively establish 
reasonable guidelines and avoid heavy-handed regulation, much as recombinant DNA researchers 
and companies did in the 1970s (Wivel 2014). Without an external authority to hold them to these 
commitments, however, companies may succumb to short-term competitive pressures that go 
against the industry’s long-term interests. 

Policy can enable coordination on common goods 

Internal model policy in the U.S. is limited by its reliance on voluntary commitments. While 
several leading companies have already committed to significant risk management measures, 
these measures are inconsistent across companies and face competitive pressures. Further, it is 
difficult for the government and public to confirm that companies continue to adhere to these 
commitments. 

Most frontier AI developers, notably including OpenAI, Google DeepMind, and Anthropic, 
have policies covering how to manage risks as capabilities increase, including some 
measures covering internal models. These companies specify capability thresholds that their future 
models may pass, and escalating safeguards that must be in place when thresholds are met. Key 
safeguards include enhanced cybersecurity to prevent external attackers exfiltrating weights, and 
improved insider threat protection with limitations on which staff can access key internal models 
(Ho et al. 2024; OpenAI 2025c; Anthropic 2024b). These companies have also committed to 
re-evaluating their models’ safety after significant scaling increases, which tend to lead to 
meaningfully increased capabilities.32  

32 There are slight differences in each company’s approach to deciding when a model needs a new safety 
and security evaluation. Anthropic will re-evaluate the safeguard level required for its (internal or external) 
models after either a 4x increase in effective compute, or 6 months of fine-tuning capability enhancements 
(Anthropic 2024b). For Google DeepMind, the equivalent figures are 6x effective compute, and 3 months of 
fine-tuning (Ho et al. 2024). In their original preparedness framework, OpenAI committed to conducting 
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However, recent events demonstrate cultural and commercial limitations to these 
safeguards, with OpenAI’s safety efforts in particular having suffered in the past year (Samuel 
2024). OpenAI has not followed through on its promise to spend 20% of compute on safety 
research (Wiggers et al. 2025), and has cut back the resources devoted to pre-deployment safety 
evaluations of models (Financial Times 2025). Moreover, every company’s adherence to these 
plans is opaque and nonbinding—potentially changing at critical moments, with little external 
evidence. Anthropic, a public benefit corporation which has attracted top talent with its 
commitments to responsible AI development (Lazzaro 2024), proposes making disclosures a legal 
requirement so that they "could not be withdrawn in the future as models become more powerful" 
(Anthropic 2025a).  

Government resources could create public goods that benefit the AI industry by securing 
it from threat actors and preventing costly accidents. Few industries are familiar with the 
high-level security measures needed to guard against state actors, while the U.S. government has 
ample expertise in these areas. That expertise could also apply to preventing harms from 
sabotaged or misbehaving models, which can be treated as internal threat actors.  

Once AI security and safety innovations are developed, they can benefit the industry as a whole in 
two ways. First, each deployment makes it less likely that the industry suffers from a theft or a 
Chernobyl-like accident that cripples its overall competitiveness. Second, once safeguards are 
developed, they could be adopted across the industry. Corporate incentives lead to 
underinvestment in such common goods because no one company can capture their full benefits. 
A state that invests in these areas, however, could reap the benefits of a more robust and 
long-term competitive AI industry, which translates to a larger tax base and greater potential for 
government applications of AI. 

Recommendations 

Information-gathering as a starting point for internal model policy 

By default, governments will have little visibility into the development and use of internal 
models at AI companies. An expert commission notes that “companies often share only limited 
information about their general-purpose AI systems, especially in the period before they are widely 
released. … [This] makes it more challenging for other actors to participate effectively in risk 

evaluations every 2x effective compute increase or after a “major algorithmic breakthrough” (OpenAI 2023, p. 
13). However, in OpenAI’s April 2025 update, this has changed to evaluating any frontier publicly deployed 
model, or “any agentic system (including significant agents deployed only internally) that represents a 
substantial increase in the capability frontier” (OpenAI 2025d). 
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management, especially for emerging risks.” (Bengio et al. 2025, p. 22). The importance of 
proactive evaluation is underscored by recent findings that models from all major providers exhibit 
concerning 'agentic misalignment' behaviors when facing goal conflicts or threats to their 
autonomy—risks that were only discovered through deliberate stress-testing (Anthropic 2025b).To 
craft appropriate safeguards for internal models and to foresee threats from external ones, the 
government needs more information than the current process provides. 

Governments could expand their existing AI evaluation partnerships to begin earlier in 
the model lifecycle or otherwise require more transparency from AI developers. Most 
obviously, the U.S. Center for AI Standards and Innovation and UK AI Security Institute could 
expand their testing partnerships to earlier in the AI lifecycle. U.S. National Labs could also partner 
with AI developers to test domain-specific capabilities of internal models, in the vein of OpenAI’s 
partnership with Los Alamos National Lab to evaluate its published GPT-4o model (OpenAI 2024c; 
LANL 2024). Valuable information to collect includes the capability levels of internal AI systems, the 
use cases of these systems at AI companies (e.g., for automating AI R&D), and the safety and 
security practices employed (Stix et al. 2025, p. 42-45). 

Analyzing and interpreting the gathered information will require building up in-house 
government AI expertise. The U.S. government should consider learning from the UK AI Security 
Institute, which rapidly attracted a large talent pool including “senior alumni from OpenAI [and] 
Google DeepMind” (AISI n.d). The U.S. government should also establish a central body to gather 
information, investigate risk pathways, coordinate relevant R&D, and recommend safety and 
security interventions.  

Government can contribute to security and safety by supplying public goods 

Some important measures would benefit the whole AI industry, but will likely be undersupplied by 
the market.  

Governments can provide a valuable risk-management and standard-setting role, by 
identifying risk pathways, taxonomizing key risk factors to track and report, and suggesting best 
practices for security and safety (Zelikow et al. 2024). 

In particular, security guidelines could leverage government expertise to address the gap between 
industry practices and state actor threats. One step could be to formalize RAND’s Security Levels 
framework into concrete standards for preventing AI theft and misuse. A further step would be to 
leverage expertise in AI and cybersecurity to identify measures against sabotage threats. Ongoing 
government research into AI vulnerabilities and defenses, such as the Intelligence Advanced 
Research Projects Activity (IARPA)’s TrojAI program on backdoored AI systems, could inform this 
work (IARPA 2019). 
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Risk management recommendations should likely scale significantly with AI capabilities and 
deployment settings. Government recommendations could use the same “if-then” structure as 
industry safe scaling plans (Department for Science, Innovation and Technology 2025a; Karnofsky 
2024).   

Government could use its expertise on security measures, vulnerabilities, and threat 
actors to assist the AI industry. As in other industries, the U.S. government could share key 
security information with industry partners. For example, the Cybersecurity Risk Information 
Sharing Program (CRISP) is a public-private collaboration between the U.S. Department of Energy 
and electric utilities that facilitates bi-directional information sharing on cyber threats (U.S. 
Department of Energy 2021). Similarly, CISA runs the CyberSentry program, which provides 
real-time threat detection and mitigation information to industry partners (CISA 2023). Government 
analyzes voluntarily shared industry data (e.g., statistics on network traffic from different locations) 
to identify threats and provides information about known vulnerabilities or threat actor plans. 

Government could also encourage industry-level coordination. For example, the Bipartisan Senate 
AI Working Group has recommended (United States Senate 2024) exploring the establishment of 
an industry-led AI Information Sharing and Analysis Centers (ISAC). In other sectors, these centers 
serve as clearinghouses for information about threat actors, vulnerabilities, and security best 
practices (National Council of ISACs 2025). 

R&D investments could pay off in tax revenue and national security 

Innovation in AI security and safety could be pivotal in enabling the AI industry to scale up while 
avoiding external and internal threats. The result would be a more competitive industry in the long 
term, leading to increased tax revenue. Further, the increased reliability of these technologies would 
make frontier AI products better suited for government purposes, while denying them to 
adversaries. 

Relatively small R&D investments could be a high-leverage way for governments to ensure the 
competitiveness of an industry worth hundreds of billions of dollars. In academia, AI safety research 
constitutes only a few percent of all AI research, but is disproportionately impactful (Emerging 
Technology Observatory 2024). In industry, safety investments have led to techniques like 
reinforcement learning from human feedback, which was crucial in developing ChatGPT (Ouyang et 
al. 2022; Huang et al. 2025). The UK’s AI Security Institute, a world-leading center of AI expertise 
and research that has drawn employees from top U.S. AI companies, has spent $127 million to 
date—a significant sum, but much smaller than the budgets of leading AI companies, or the 
expenditures of many government programs aimed at less crucial technologies (Perrigo 2025b).   

Governments have several mechanisms to stimulate the creation of public-interest research, 
including: directly performing and sharing research (e.g., at national labs), providing grant funding 
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for external research (e.g., through the National Science Foundation), and creating innovation prizes 
(e.g., advanced market commitments).33  

Government expertise would be directly relevant for a number of industry needs, including 
state-level security measures, as well as evaluating AI systems for dangerous cyber and scientific 
capabilities. The Department of Energy has partnered with frontier AI companies to test published 
models for biological threat capabilities, and could begin testing earlier in the AI lifecycle and extend 
testing to additional areas or otherwise acquire more transparency about early AI capabilities. 

The government could also partner with industry, academia, and nonprofits to conduct research 
that ensures frontier AI systems are reliable enough for high-risk uses, including government 
adoption. One such topic is investigating how threat actors could induce misbehavior patterns in a 
next-generation model, and developing methods to prevent and detect sabotage. Another 
research area that would support government adoption of frontier AI is developing assessments of 
AI agents’ reliability, so that military or intelligence agencies procuring these systems can 
understand when and how to trust them. There are several existing ARPA programs on these 
topics, such as IARPA’s TrojAI (IARPA 2019) and DARPA’s Assured Autonomy (DARPA 2017), but 
more work will likely be needed to keep pace with AI advances.   

Finally, the government has traditionally been a supporter of foundational research on topics that 
are too long-term or high-risk for industry funders. The U.S. government could carry on this 
tradition with AI security and reliability “moonshot” efforts: programs that make ambitious bets on 
solving these crucial problems, such as the UK government’s Safeguarded AI program (ARIA 
2024).  

 

33 Another useful model for AI security and safety research could be a Federally Funded Research and 
Development Center. These are public-private partnerships operated by universities or companies with 
funding and guidance from the U.S. government, usually focusing on national security relevant science and 
technology innovation. 
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