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Self-regulation is increasingly being positioned 
as a key pillar of artificial intelligence (‘AI’) 
governance around the world. Major 
economies, such as the United States and 
United Kingdom, are generally opposed to 
introducing any regulations that could stifle 
innovation. Others, such as Japan and the 
European Union, are beginning to make some 
concessions on binding rules as well. As a 
result, voluntary efforts by organisations to 
mitigate the risks of AI have assumed greater 
significance.

On its part, the Indian government has 
indicated strong support for AI self-regulation 
as it aligns with its strategic objectives of 
fostering AI-driven economic growth while 
addressing the risks. An expert committee 
set up by the Principal Scientific Advisor 
and convened by the Ministry of Electronics 
and Information Technology (‘MeitY’) has 
specifically recommended the adoption of 
‘voluntary commitments’ to promote trust and 
transparency in the AI ecosystem.

However, skepticism persists, particularly 
from civil society organisations who question 
the effectiveness of self-regulation. There is 
also a lack of clarity on what constitutes self-
regulation, what its objectives are, and how it 
can be made effective in the Indian context.

This paper presents a structured approach 
to explore these questions around AI self-
regulation with reference to conceptual 
frameworks, market factors and the views of 
key stakeholders in India.



DEFINING AI SELF-REGULATION

AI self-regulation refers to the adoption of principles, standards, and frameworks by 
industry actors to mitigate AI-related risks on a voluntary basis, without the threat of 
legal enforcement. From a conceptual lens, the following preconditions must be met 
for it to be considered ‘self-regulation’:

•	 Voluntary participation: Firms must be able to opt in freely without coercion.

•	 Non-enforceability: These frameworks should not create binding legal 
obligations.

•	 Limited penalties: Non-compliance should not result in legal action but may carry 
reputational or industry-level consequences.

•	 Flexibility: Guidelines should be flexible and tailored to specific issues, actors and 
sectors, while allowing for iterative changes to ensure that they are relevant in view 
of evolving technological developments and regulatory objectives.

•	 Multi-stakeholder input: Participation from government, industry, and civil 
society is crucial to ensuring credibility and widespread adoption of these 
frameworks.
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STAKEHOLDER PERSPECTIVES

Key stakeholders across government, industry, and civil society generally agree on 
the need for self-regulation, but several contentious issues remain:

•	 Risk classification: Some favour self-regulation for both low-risk and high-risk AI  
applications, while others insist on binding rules for high-risk applications. There is 
also ongoing debate on whether risk classifications should apply to AI models or 
applications, or both.

•	 Localising AI principles: Policymakers want organisations to adapt global AI 
principles to India’s socio-cultural context, while industry stakeholders say it is 
operationally challenging.

•	 Targets of regulation: There is a lack of consensus on whom the voluntary 
commitments should apply to, though there is a preference for a phased approach 
starting with a few anchor firms.

•	 Inputs and Outputs: Most stakeholders agree that harmful AI-generated outputs 
should be covered by self-regulation, but it is unclear how inputs relating to 
data and copyright should be governed. Further, the responsibilities of different 
platforms will need to be determined, especially social media companies on 
whose platforms the outputs of generative AI systems are widely distributed.

OBJECTIVES OF AI SELF-REGULATION

AI self-regulation serves as a proactive mechanism to balance innovation with risk-
mitigation. Specifically, the objectives of such a framework are:

•	 Enhancing trust and safety in the AI ecosystem.

•	 Developing industry norms through transparency and accountability measures.

•	 Ensuring regulatory predictability for businesses to drive innovation.

•	 Providing evidence of market behaviour, regulatory gaps and risks to 
policymakers that can help inform future regulatory interventions.

•	 Reducing the administrative burden on government agencies by shifting 
compliance to industry-led initiatives.



POLICY RECOMMENDATIONS

Given these divergent views and challenges relating to risk classification, consensus 
building, voluntary participation and accountability, the paper makes the following 
policy recommendations:

1. Develop a Risk-Based Classification

A structured framework is necessary to differentiate AI use cases based on various 
risk factors and to apply self-regulation to appropriate use cases. These factors 
include the potential for malicious use, algorithmic discrimination, systemic 
risks, loss of control, and threats to national security and public safety. The risk 
classification framework should be informed by empirical data, case studies, 
and incidents of harm specific to the Indian context. Additionally, it is crucial to 
incorporate input from multiple stakeholders to ensure a comprehensive and 
balanced approach to risk assessment.

2. Ensure Government Involvement

For AI self-regulation to be effective, the government must take an active role in 
encouraging and incentivising industry to participate. By initiating, facilitating, and 
endorsing voluntary frameworks, the government can enhance the credibility and 
legitimacy of these regulatory measures. Active government participation will also 
help align self-regulation with national priorities and regulatory objectives.

3. Introduce Market Incentives

Voluntary compliance with AI commitments can be strengthened by introducing a 
variety of financial, regulatory, technical, and reputational incentives. For example, 
adopting AI self-regulatory frameworks could be made a prerequisite for public 
procurement contracts and funding opportunities under the IndiaAI mission. 
Additionally, regulatory benefits such as access to sandboxes can serve as 
incentives for organisations to adopt self-regulatory measures. At the same time, 
ensuring that these voluntary frameworks are practical and technically easy to 
implement is particularly important for smaller firms with limited resources.
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4. Adopt Accountability Measures

Given the lack of legal enforceability of voluntary codes, alternative accountability 
measures will need to be implemented. Organisations should be encouraged to 
adopt a variety of compliance measures, such as publishing transparency reports, 
updating their platform policies, adopting self-certifications and international 
standards, monitoring actions of industry peers, and conducting voluntary audits 
where feasible.

5. Provide Institutional Support

Institutional support is essential for sustaining AI self-regulation efforts. The 
proposed AI Safety Institute for India can play a pivotal role in guiding industry 
initiatives, developing benchmarks, and promoting the widespread adoption of 
AI safety tools. Additionally, a Technical Advisory Council may be established to 
provide expertise to government agencies, facilitate risk assessments, and support 
compliance efforts. In the long-term, exploring the feasibility of industry-led Self-
Regulatory Organisations (‘SROs’) can help ensure that actors in specific high-risk 
sectors adhere to voluntary AI codes, creating a structured and nuanced approach 
to self-regulation.
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INTRODUCTION
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Self-regulation is a popular approach to govern 
artificial intelligence (‘AI’). It is embedded in AI policy 
frameworks around the world, including the United 
States2, Singapore3, Japan4 and the United Kingdom5. 
At the same time, there is deep skepticism about 
its effectiveness6. For that reason, self regulation 
is considered a polarising, controversial, and often 
misunderstood approach to AI governance.

On its part, the Indian government has endorsed self-
regulation to support its  ‘pro-innovation’ approach to 
AI governance7. A report published by the Ministry of 
Electronics and Information Technology (‘MeitY’) in 
January 2025 suggests that “meaningful initiatives 
by the industry to demonstrate self-governance can 
significantly enhance trust in the use of AI”. The report 
specifically recommends the adoption of ‘voluntary 
commitments’8. In Parliamentary discussions, the 
Minister of State for Electronics and IT has stated 
that “the government’s aim is to create a supportive 
environment that encourages organizations to follow 
good practices voluntarily.”9 AI self-regulation is clearly 
a priority for Indian policymakers.

However, despite a rich history of AI self-regulation – 
from national principles10 and government advisories11, 
to responsible AI practices12 and industry handbooks13 

– there is a dearth of authoritative literature on what 
AI self regulation is, why it is useful, and how it can be 
effectively implemented in India. 

This paper seeks to fill that gap. It suggests that 
self-regulation is an important step in India’s path 
to developing a comprehensive AI governance 
framework. It explains through a conceptual lens what 
AI self-regulation is, evaluates the sentiments of key 
stakeholders, and recommends a structured policy 
framework for effective implementation of AI self-
regulation in India.
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AIMS AND OBJECTIVES

The aim of this paper is to study the features, objectives, and institutional 
mechanisms of self-regulation as they are applied to AI governance, grounded in the 
Indian context. The specific aims are to:

1.	 Provide a clear conceptual understanding of AI self-regulation 

2.	 Explain how AI self-regulation can help achieve India’s stated policy objectives

3.	 Recommend a framework for effective implementation of AI self-regulation in India

The objective of this paper is to inform the development and implementation of 
self-regulatory AI governance frameworks in India, including the role of voluntary 
commitments in this process.

RESEARCH METHODOLOGY

The observations, analysis and recommendations contained in this paper are 
drawn from extensive interviews with more than a dozen domain experts. To ensure 
their privacy and safeguard the confidentiality of their ongoing engagements, all 
interviewees have been granted anonymity. Additionally, the author has surveyed 
academic and policy literature contained in white papers, policy documents, 
government memos, academic journals and news reports. 



STRUCTURE OF THIS PAPER 

Establishes a conceptual framework for understanding AI self-regulation by defining 
the concept, highlighting its key features and objectives, and examining its various 
types with relevant examples.

The paper is divided into three parts: 

PART I

Evaluates the suitability of self-regulation in India, considering the country’s socio-
economic and technological landscape and stated policy objectives based on 
qualitative interviews with domain experts. 

PART II

Outlines strategies for institutionalising an effective AI self-regulatory framework in 
India through design principles, institutional requirements, and actionable policy 
recommendations.

PART III
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PART I
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CONCEPTUAL FRAMEWORK 
FOR AI SELF-REGULATION
WHAT IS AI SELF-REGULATION?

Self-regulation is an approach wherein a group of firms in a particular industry or the 
entire sector voluntarily adopt certain principles, frameworks, standards or guidelines 
in order to meet certain regulatory objectives14. In the context of AI governance, 
self-regulation typically involves adopting certain principles, such as fairness, 
transparency, accountability, privacy and safety, which together constitute a set of 
‘responsible AI’ practices (sometimes also called ‘ethical’, ‘trustworthy’ or ‘safe’ AI).

In that respect, self-regulation is different from how regulation is commonly 
understood, which generally refers to a set of rights and obligations established 
and enforced through a legal framework15. It is distinct from other approaches to 
regulation, namely co-regulation (joint cooperation between industry players and the 
government); and binding regulation (norm-setting by the government, backed by the 
force of law)16.  

Many organisations continue to practice self-regulation in the field of AI governance 
through responsible AI principles, voluntary commitments, and other models, as 
explained later on in this paper. Compared to other regulatory approaches, self-
regulation in the context of AI governance, helps leverage industry expertise, affords 
flexibility in a dynamic industry, and promotes innovation17. To that extent, self-
regulation should not be considered a means to an end or a precursor to binding 
rules, but rather a comprehensive approach to risk mitigation in itself, with certain 
advantages over other regulatory models.

ESSENTIAL FEATURES OF SELF-REGULATION

The key features of self-regulation are often misunderstood, leading to its conflation 
with other regulatory models such as co-regulation. This lack of clarity can create 
misplaced expectations and undermine the effectiveness of self-regulation in 
achieving its intended objectives. 

To ensure a precise understanding, this paper outlines five essential conditions that 
must be met for a policy framework to be classified as self-regulation, drawing upon 
qualitative interviews with industry experts and comparative analyses with other 
regulatory models.



1.	 Voluntary participation: Self-regulation means that participation is purely 
voluntary, i.e. on an ‘opt-in’ basis and should not be driven by coercion or 
compulsion. While  policymakers may encourage participation through various 
incentives, as explained later in this paper, the use of any legal authority or 
mandate to compel participation contradicts the core feature of self-regulation. 

2.	 Non-enforceable: Self-regulatory frameworks cannot be legally enforced, i.e. they 
do not create any rights or obligations which have the force of law18. Indeed, self-
regulation framework may be introduced or adopted under new or existing legal 
instruments (for example, through advisories or voluntary guidelines issued under 
existing laws)19, but they cannot be enforced in a court of law. 

3.	 Limited penalties: Penalties for ‘non-compliance’ with self-regulatory frameworks 
does not include civil or criminal penalties. To the extent required, industry 
actors who have committed to self-regulatory measures may be subject to other 
accountability measures, such as administrative repercussions, expulsion from 
self-regulatory bodies, and other non-statutory measures.

4.	 Flexibility: Self-regulatory measures are generally geared towards a specific 
industry or sector. Therefore, these measures must be tailored to specific actors 
based on their role, function and value addition. Accordingly, these self-regulatory 
measures should also be practical and flexible so they can be adapted to the 
needs of an evolving technology ecosystem. 

5.	 Multistakeholder: Self-regulation primarily relies on industry leadership, but 
active participation from government bodies and civil society enhances its 
credibility and effectiveness.

A clear understanding of these essential conditions or prerequisites helps distinguish 
self-regulation from other regulatory models and ensures that it is applied in a manner 
consistent with its core principles. With this foundation in place, the next section 
explores the specific objectives of self-regulation—examining what it seeks to 
achieve and how it aligns with broader policy and industry goals.
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WHAT ARE THE OBJECTIVES OF AI SELF-REGULATION?

The primary objectives of self-regulation for AI governance can be summarised as 
follows: 

1.	 Increasing trust and safety: An effective self-regulatory framework assures 
policymakers that business will act responsibly in the development and 
deployment of their products and comply with local regulations. It also enhances 
the credibility of participating organisations, which helps facilitate wider adoption 
of AI20. Some forms of self regulation can also contribute to advancing notions of 
safety through technical scholarship in areas such as testing and certification of 
models. Lastly, transparency reporting creates accountability which can increase 
trust in the ecosystem21.

2.	 Developing industry norms: Self-regulation helps in establishing industry-wide 
norms for AI governance in areas such as transparency, fairness, privacy, security, 
and accountability22. Given the fragmented AI ecosystem in India, where firms 
operate at varying levels of AI maturity23, and are subject to different sectoral 
regulations, they help standardise and elevate best practices24.

3.	 Protecting consumers: When organisations voluntarily establish grievance 
redressal mechanisms, for example allowing users to report AI misuse in the form 
of deepfakes or biased decision-making, it increases consumer awareness around 
these issues and enforceability of their legal rights25. 

4.	 Supporting businesses: By providing clear guidelines on responsible AI 
principles, self-regulation helps businesses navigate regulatory uncertainties 
and fosters predictability in the market26. This prevents unnecessary regulatory 
overreach, assuring firms that binding rules will be introduced only to address 
critical market failures. Additionally, alignment with global best practices in 
responsible AI enables Indian firms to expand into international markets27.

5.	  Reducing administrative burden: A self-regulatory approach alleviates the 
strain on government bureaucracy and regulators by allowing them to focus on 
high-risk scenarios and strategic priorities28. By establishing voluntary codes of 
conduct and industry-led compliance mechanisms, firms can proactively address 
concerns without direct government intervention. This reduces the need for 
prescriptive regulations and new institutional frameworks29.  Further, it provides 
policymakers with evidence of market behaviour, regulatory gaps, and risks to 
inform future regulatory interventions.



WHAT ARE THE DIFFERENT TYPES OF AI SELF-
REGULATION?

Since self-regulation is often conflated with other regulatory approaches, it is useful 
to develop a clear taxonomy for AI self regulation. For this purpose, this paper 
analyses three types of self-regulation that are currently prevalent in the domain of AI 
governance, although certain overlaps are possible:

1.	 Responsible AI principles 

2.	 Voluntary commitments 

3.	 Voluntary standards

These main types of self-regulatory frameworks can be differentiated on the basis of a 
three-part test outlined in a report published by the Department for Business, Energy 
and Industrial Strategy, Government of the United Kingdom30. This is explained in the 
table below: 

TABLE 1: THREE MAIN TYPES OF AI SELF-REGULATION FRAMEWORKS

This table provides a classification framework for three main types of AI self-regulation frameworks based on 
the role of public authorities in the process and whether there is statutory backing. 

 TYPES OF AI SELF-REGULATION CLASSIFICATION 
FRAMEWORK

Responsible AI principles: Formulated by an 
organisation internally to guide safe and ethical 
deployment or use of AI by the organisation and its 
partners.

No statutory obligation and 
limited role for public authorities 
and law.

Voluntary Commitments: Formulated by collaborative 
efforts involving businesses, industry bodies, 
governments, civil society, etc, and adopted individually 
or by a group of firms. 

No statutory obligation, 
significant role for public 
authorities and law. 

Voluntary Standards: Commissioned or developed 
by government agencies, regulators, standard setting-
bodies or self-regulating organisations (SROs) and 
adopted voluntarily.

Statutory backing with 
significant involvement for public 
authorities. 
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In this paper, the author outlines three additional factors on the basis of which the 
three types of AI self-regulatory frameworks described in Table 1 can be analysed, as 
explained in the table below:  

1.	 Government involvement: What is the role of the government in drafting, 
collaborating, endorsing, supervising, and implementing the framework?

2.	 Scope and granularity: What is the breadth (scope) and depth (granularity) of the 
issues covered in the self-regulatory framework? 

3.	 Regulatory pressure: What is the actual or perceived pressure to comply with the 
framework? 

TABLE 2: EXPLANATION OF DIFFERENT TYPES OF AI SELF-REGULATION 
FRAMEWORKS

This table explains how the main types of AI self regulatory frameworks compare across three factors, 
namely the level of government involvement, scope and granularity, and regulatory pressure.

RESPONSIBLE AI 
PRINCIPLES

VOLUNTARY 
COMMITMENTS 

VOLUNTARY 
STANDARDS 

D
es

cr
ip

tio
n 

Adopted at an 
organisational level in 
the form of non-binding 
guidance for internal 
governance without 
any external oversight. 

Helps differentiate 
organisational 
practices, promote 
consumer trust, and 
enhance reputation.

National governments 
may also adopt 
responsible AI 
principles, for 
example NITI Aayog’s 
Responsible AI for All 
principles. 

Voluntary AI 
commitments originate 
from governments, 
industry, and multilateral 
bodies and help 
shape responsible AI 
practices. Government-
led initiatives establish 
high-level policy 
principles; Multilateral 
agreements align global 
AI governance efforts 
across nations; Industry-
driven commitments 
focus on self-regulation; 
Civil society organizations 
ensure AI development 
remains aligned with 
broader societal values.

Voluntary standards 
provide detailed, technical 
and usually prescriptive 
guidelines for responsible 
AI. Some standards are 
developed by international 
bodies, others are region-
specific, tailored by 
governments or regulatory 
bodies to address local 
industry needs. Even 
when issued by regulators, 
these standards fall 
within the scope of self-
regulation as long as they 
remain voluntary and are 
not legally binding.



RESPONSIBLE AI 
PRINCIPLES

VOLUNTARY 
COMMITMENTS 

VOLUNTARY 
STANDARDS 

Ex
am

pl
es

 

Responsible AI 
principles from 
companies such 
as Google, Meta, 
Microsoft, Amazon, 
Anthropic and Indian 
companies such as  
Corover.ai, Wipro, 
Infosys, TCS.  

Initiatives with 
government signatories 
include the Bletchley 
Declaration, G7 
Hiroshima Process, and 
ASEAN AI Governance 
Guide. 

Initiatives with industry 
signatories include the 
Seoul AI Business Pledge 
and Partnership on AI. 

Civil society contributions 
include the Asilomar AI 
Principles by the Future 
of Life. 

Global frameworks like 
ISO/IEC 42001 and 
AI testing standards 
developed by ISO 
and IEEE. Regional 
initiatives include the 
NIST Risk Management 
Framework (NIST-RMF) 
in the US and AI Verify in 
Singapore. In India, the 
TEC has published draft 
standards for ‘Fairness 
Assessment and Rating 
of Artificial Intelligence 
Systems’.

G
ov

er
nm

en
t  

In
vo

lv
em

en
t

No government 
involvement, except in 
the case of National AI 
principles developed 
by the government (eg. 
NITI Aayog). 

Level of involvement 
extends from co-
development (eg. the US 
White House Voluntary 
Commitments) to 
organising summits and 
drafting the declaration 
(Bletchley Summit).

Technical 
representatives from 
government agencies 
are generally involved 
in drafting. In other 
cases, independent 
standard setting bodies 
or technical groups may 
lead. 

Sc
op

e 
an

d 
G

ra
nu

la
rit

y High-level principles 
on fairness, safety, 
privacy, transparency, 
and accountability, 
with details on 
implementation in 
extraordinary cases 
(for e.g. safety 
commitments for 
frontier models).

Voluntary AI 
commitments could 
be in the form of high-
level principles around 
human oversight, safety 
against misuse, privacy 
and security, inclusivity, 
sustainable development, 
etc. and may also address 
specific issues like child 
safety, deep fakes, and 
election integrity.  

Largely limited to 
key responsible AI 
principles, such 
as fairness, safety, 
privacy, transparency, 
and accountability. 
However, they may be 
highly technical and 
prescriptive, providing 
detailed guidance on 
compliance. 
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RESPONSIBLE AI 
PRINCIPLES

VOLUNTARY 
COMMITMENTS 

VOLUNTARY 
STANDARDS 

R
eg

ul
at

or
y 

pr
es

su
re

Pressure to comply 
with responsible AI 
principles and practices 
is generally considered 
to be low given the 
lack of external 
oversight. However, 
depending on the 
level of transparency 
in reporting and 
compliance, there may 
be peer-pressure from 
other industry actors, 
consumers who may 
file lawsuits, and from 
civil society.

Pressure to comply with 
voluntary commitments 
is generally considered 
low to medium given the 
lack of legal enforceability. 
However, some types of 
commitments, especially 
those developed in 
partnership with the 
government have a higher 
likelihood of compliance.

Pressure to comply with 
voluntary standards 
depends on the level of 
prescriptiveness and the 
nature of the body that 
issues the standards. 
For example, regulatory 
pressure is deemed to 
be higher if issued by the 
Reserve Bank of India 
(RBI) compared to the 
Telecom Engineering 
Center (TEC).

The decision of policymakers to adopt a specific type of regulatory model depends on 
a variety of factors, including the role of the state, the desire for compliance, the level 
of detailing required or expected, the extent of government involvement in developing 
and supervising the framework, and other such factors. 

In the next section, the author examines these factors in the context of India’s socio-
economic and technological landscape and stated policy objectives in relation to AI 
governance.



PART II
STAKEHOLDER SENTIMENTS 
ON AI SELF REGULATION
GENERAL SENTIMENTS 

An analysis of stakeholder sentiments suggests there is broad consensus on how 
India should approach AI governance, with some divergence31. The support for AI 
self-regulation stems from a variety of reasons: 

1.	 A developing country like India should be focused on harnessing the benefits 
of AI, rather than over-indexing on the potential risks, which may result in strict 
regulations that could stifle innovation32;	

2.	 India’s unique socio-economic features, such as its cultural diversity, necessitate 
context-specific solutions that are better addressed through flexible, industry-led 
voluntary initiatives33.

3.	 Voluntary commitments can co-exist with other regulatory models so it is not a 
binary decision.

Accordingly, below are some developing narratives that reflect the views of 
government, industry and civil society respectively in the context of India’s increasing 
reliance on self-regulation for AI risk mitigation: 

SELF-REGULATION ALIGNS WITH THE GOVERNMENT’S AI 
OBJECTIVES

The Indian government has expressed broad support for self-regulation, through 
media interviews34, committee reports35 and parliamentary responses36. Sectoral 
regulators such as the Reserve Bank of India37 and the Indian Council of Medical 
Research38 also support self-regulation in their respective domains. Meanwhile, MeitY 
continues to implement the “Safe and Trusted AI” pillar of the IndiaAI Mission through 
indigenous AI safety tools, self-assessment frameworks, and voluntary guidelines39.

The rationale is that self-regulation closely aligns with the Indian government’s 
strategic priorities of fostering innovation, driving economic growth and 
democratising access to AI. Rather than adopting a rights-heavy, prescriptive model, 
as seen in the EU, India prioritises economic impact, innovation, and addressing 
immediate challenges like bias and misinformation through existing laws and 
advisories40.
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INDUSTRY ACTORS SUPPORT AI SELF-REGULATION 
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The government has three objectives it hopes to achieve through AI self-regulatory 
frameworks41:

a.	 Firms should voluntarily comply with existing laws and regulations and 
demonstrate compliance when called upon to do so.

b.	 They should adapt global AI principles and voluntary risk mitigation efforts to 
align with India’s local socio-cultural context and value systems.  

c.	 Other strategic objectives, around multi-lingual support, democratising access 
to compute and related goals should also be reflected in voluntary commitments.  

Finally, there is a tacit understanding that the Indian government is closely monitoring 
the efficacy of self-regulation. Should such self-regulatory efforts prove ineffective, 
or if there is evidence of market failure, the government will introduce binding rules to 
address these gaps42.

The prevailing sentiment in industry is that India should adopt a two-tiered approach 
to AI governance43:

Level 1: Self-regulation that enables firms to proactively address the risks of AI 
through voluntary commitments, self-certifications, and similar models.

Level 2: Additional regulations may be required to fill the legal vacuum and deal with 
high-risk AI use cases through bespoke rules, guidelines, and advisories.

Another view is that the government should give credence to various forms of self-
regulation that are already being implemented by the industry through responsible 
AI practices, self-certifications and voluntary commitments44. Therefore, any new or 
proposed framework must add incremental value45.

Finally, some executives remain apprehensive about new forms of self-regulation 
that do not meet the established norms of self regulation, as outlined earlier in this 
paper. Specifically, they insist that their participation is contingent on these proposed 
frameworks being purely voluntary and non-enforceable46.
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CIVIL SOCIETY IS SKEPTICAL OF AI SELF-REGULATION 

Skepticism about self-regulation abounds in civil society groups. In a nutshell, they 
argue that it is self-serving47, and unlikely to change harmful behaviour given the lack 
of accountability48. In particular, they point to existing gaps in how these companies 
handle personal data, deal with bias against marginalised groups and the lack of 
transparency in how these risks are identified and mitigated at the country level49. 

While many civil society experts believe that self-regulation can be useful to meet 
some objectives, it must be complemented with binding rules in parallel for effective 
oversight and accountability50.
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RISK CLASSIFICATION FOR AI SELF-REGULATION

There are two areas of contention on risk classification and AI self-regulation. One 
issue is whether, based on their risk profile, voluntary frameworks should apply to 
models or applications, or both. For example, the voluntary AI commitments secured 
by the Biden administration applies to certain frontier models51.

Another polarising issue is whether self-regulation should apply to low-risk, high-
risk applications, or both. This is an important distinction because the design of the 
proposed self-regulatory framework depends on which type of risk profile is attended 
to. Broadly, there are two viewpoints: 

The first camp advocates for self-regulatory frameworks only in low-risk areas 
for the following reasons:

•	 Self-regulation in low-risk areas allows for gradual development of best practices, 
before their effectiveness can be evaluated and extended to high-risk scenarios, if 
at all.

•	 The potential for unintended consequences is less severe with low-risk use cases, 
providing a safer environment for iterative experimentation and refinement.

The second camp argues for self-regulatory frameworks to be extended to high-
risk areas since:

•	 Low-risk areas are already governed by existing responsible AI practices.

•	 There is greater incentive for compliance given the reputational costs involved.

•	 Regulators will have a better sense of whether binding rules are necessary for 
certain high-risk cases after supervising voluntary efforts over a period of time.

Given the lack of consensus, industry bodies continue to develop self-regulatory 
models for both high and low-risk AI systems52, while awaiting regulatory guidance 
on risk classification. Further, as recommended by the MeitY sub-committee on 
AI governance, organisations should be encouraged to actively contribute to an 
incidents database to inform the development of risk classification frameworks53.  
Experts are also of the view that civil society organisations in India should be included 
in helping to develop a robust risk classification framework given their on-ground 
experience in tracking AI related harms54. 
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ADAPTING GLOBAL AI PRINCIPLES TO THE 
LOCAL CONTEXT

A significant challenge in developing AI self-regulatory frameworks lies in reconciling 
global principles, such as fairness, inclusivity, and safety, with local socio-cultural 
nuances. 

Indian officials have categorically stated that global principles, embedded in 
multilateral frameworks and voluntary commitments, are insufficient to address 
the specific risks relevant to India55. For instance, the concept of bias in the Indian 
context, influenced by factors such as caste, religion and linguistic diversity, differs 
significantly from its treatment in other jurisdictions56. Officials expect a more 
localised approach to bias mitigation, respect for linguistic diversity and training of AI 
models on locally relevant datasets57.  

While industry leaders acknowledge the need for local adaptation, they cite the 
following key challenges58:

•	 It requires a deep understanding of local socio-cultural contexts (hate speech and 
bias detection across multiple languages, for example), which is operationally 
challenging.

•	 Providing multilingual support often requires changes to product roadmaps, which 
is time consuming and requires a staggered approach. 

•	 The proliferation of self-regulatory frameworks has led to ‘commitment fatigue’, 
making it difficult for firms to deploy resources to meet local requirements in each 
and every country. 

Industry representatives suggest that policymakers should be cognisant of technical 
and operational limitations involved in localising global principles, and the need 
for additional incentives and local evaluation datasets to meet these expectations. 
Meanwhile companies should be allowed to demonstrate adherence to global AI 
standards and principles like the G7 Code of Conduct and OECD guidelines59.

APPLYING SELF-REGULATION TO SPECIFIC ENTITIES 

The scope of any self-regulatory framework is shaped by its intended targets. Experts 
suggested that voluntary measures should be tailored to the target audience, whether 
developers, deployers and users60.
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One expert61 suggested a more holistic and multi-tiered approach, by tailoring 
frameworks for: 

•	 Organisations (for eg., AI firms engaged in development and deployment)

•	 Systems (for eg., broader ecosystems of developers and third-party 
collaborators).

•	 Individuals (for eg., manuals aimed at CXOs or other leadership roles tasked with 
oversight)

Additionally, a phased implementation may be useful, wherein self-regulatory 
frameworks are anchored around a few key players in the ecosystem, both domestic 
and global, and gradually expand to include other actors62.

In effect, all ecosystem participants should meet certain common minimum 
requirements to encourage behavioral changes in favor of safe and secure 
development and deployment of AI. Above these common minimum requirements, 
certain actors may adopt a broader range of voluntary commitments based on their 
risk profile. This is similar to negotiations at the World Trade Organisation, where 
agreements are progressively broadened to accommodate diverse participants, 
although the end objectives remain the same63. The US government also followed 
this approach in securing voluntary AI commitments64.

REGULATING THE INPUTS OF AI SYSTEMS

There is broad agreement that self-regulation should cover AI-generated ‘outputs’ 
that are unlawful or harmful. However, experts are divided on whether self-regulation 
should also address issues relating to ‘inputs’ of AI systems, such as training data, 
copyright and privacy issues. 

Some stakeholders stated that industry codes under the Digital Personal Data 
Protection Act (DPDP Act) and its accompanying regulations, would be a key 
to ensuring effective implementation of the law65. Self-regulatory codes may be 
particularly important in cases where input data feeds into high-risk use cases, such 
as for medical diagnosis — and transparency is expected in relation to what types of 
data are involved, how it is stored, who it is shared with etc. to enable data collection 
through informed consent. 

At the same time, industry stakeholders expressed concerns that such transparency 
measures, including the use of model cards, could pose risks to intellectual property 
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KEY TAKEAWAYS 

There is broad agreement within government and industry that self-regulation has an 
important role to play in the development of safe AI, although civil society remains 
skeptical about its effectiveness. However, there continues to be friction on how it 
should be developed and implemented, on the following counts:

•	 There is disagreement on whether self-regulation should cover both low-risk 
and high-risk use cases, although it generally tilts in favour of gradual expansion 
to high-risk use cases after careful evaluation of its effectiveness in low-risk 
scenarios.

•	 Government officials have stated that localisation of global AI principles to the 
Indian context is expected, but this position is being resisted by industry leaders 
for various operational reasons. Market incentives could help fast track such local 
adaptations in some areas. 

•	 Ideally, self-regulatory frameworks should be tailored and applied to specific 
target entities (developer v. deployer, for example), although starting with general 
principles and applying them to certain ‘anchor firms’ can help mobilise the entire 
ecosystem. 

•	 To what extent self-regulation should cover the inputs of AI systems remains an 
open question – with some suggesting legislative amendments, for example in 
relation to copyright law. 

In the next section, the author outlines a set of policy recommendations to inform the 
development and implementation of self-regulatory AI governance frameworks in 
India, based on a review of the conceptual framework in Part I and the sentiments of 
key stakeholders outlined in Part II of the paper.

and trade secrets, and might create new security vulnerabilities66. In other cases, 
such as the use of copyright protected data to train AI systems, experts suggested 
amending the Indian Copyright Act rather than adopting self-regulatory frameworks67. 
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RECOMMENDATIONS FOR EFFECTIVE AI 
SELF REGULATION IN INDIA
DEVELOP A RISK-CLASSIFICATION FRAMEWORK 
TO INFORM AI SELF-REGULATION

To start with, a clear risk classification framework is crucial to inform AI self-regulatory 
frameworks. It would help policymakers develop frameworks customised based on 
the risk profile and to evaluate if any additional binding rules are necessary beyond 
voluntary frameworks. 

In order to develop such a framework, policymakers should focus on the following: 

1.	 Collect evidence of harm to quantify risk arising from AI deployments, 
grounded in the Indian context, through a combination of empirical data, case 
studies and incident reports68. 

2.	 Review existing risk frameworks such as MIT’s AI Risk Repository69, the 
International Scientific Report on the Safety of Advanced AI70, global benchmarks 
from NIST71 and ISO72, and frameworks from the TEC73 and IndiaAI to develop a 
risk classification framework suited for India74.  

3.	 Classify AI systems or applications on the basis of specific risk vectors, 
including for example (1) the risk of malicious uses; (2) algorithmic discrimination; 
(3) transparency failures; (4) systemic risks; (5) loss of control; (6) national 
security and public safety risks75.

A comprehensive risk-classification framework, once developed, can be incorporated 
into future regulatory models in the future, including co-regulation and binding rules, 
should the need arise. 

It should be noted that certain risks are qualitatively different from others in that they 
differ in their urgency, probability and likelihood of causing harm76. In that respect, 
certain categories of risks, such as Chemical, Biological, Radiological, and Nuclear 
(‘CBRN’) threats emanating from AI development and use pose a greater risk and 
will likely require binding rules beyond self regulatory frameworks. On the other hand, 
certain ‘existential risks’, such as the risk of ‘superintelligence’77 may not require any 
regulatory interventions at this stage because the risks are unclear and there is no 
tangible evidence of harm. 
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GOVERNMENT SHOULD BE CLOSELY INVOLVED 
IN AI SELF-REGULATION

The level of government involvement in developing and implementing AI self-
regulatory frameworks is a matter of considerable debate. Drawing from expert 
opinions in India and global experiences with AI self-regulation, the author 
recommends that the government be closely involved in at least four key areas: 

1.	 Initiating the process: Proactive action from the government in calling for a self-
regulatory framework can act as a ‘forcing function’, especially for firms who prefer 
the status quo78. It can also help set expectations and attract a wider group of 
participants. Moreover, without a clear signal from the government, there is often 
little incentive for companies to adopt voluntary commitments.  

2.	 Drafting voluntary codes: The government’s involvement in drafting AI self-
regulatory codes varies across jurisdictions. In some cases, the government 
has taken the lead79; in many others, they have been jointly developed80, and 
in other cases, they have been largely developed by industry or civil society 
organisations81. Based on expert interviews, it appears that government-led drafts 
are generally more representative of multi-stakeholder views and are therefore 
more likely to succeed82.

3.	 Building consensus: Consensus-building is critical to resolving conflicts among 
stakeholders, particularly in contexts where interests diverge, such as between 
domestic and foreign firms. Industry experts have highlighted that government 
involvement is often necessary to mediate such differences and prevent 
monopolisation of the process by a few dominant players83.  

4.	 Endorsing frameworks: In some cases, explicit government endorsement of 
industry-led voluntary frameworks lends legitimacy to the process and can help in 
adoption and compliance84, although some argue that any formalisation through 
legal mandates would be a form of co-regulation85.

For these reasons, proactive government engagement in conceptualising, 
developing, facilitating, and endorsing any proposed self-regulatory framework can 
be useful to ensure its effective operationalisation86.
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MARKET INCENTIVES ARE REQUIRED TO MAKE 
AI SELF-REGULATION WORK

Self-regulation is unlikely to work unless adequate market incentives are built in to 
encourage participation and good behaviour. Based on secondary research and 
interviews with domain experts, below is a list of  incentives that must be incorporated 
to ensure the success of AI self-regulatory frameworks in India:

•	 Financial incentives are arguably the most important. For example, the 
government may incentivise adoption by incorporating voluntary commitments 
into lucrative public procurement contracts87. Another method is donor-led, in 
which venture capitalists and private equity firms partner with the government to 
offer cloud credits or certifications to investee companies that sign on to voluntary 
AI commitments. Lastly, grants issued under the IndiaAI mission could also be 
made conditional upon such participation. 

•	 Regulatory incentives also hold promise as they directly relate to certain 
objectives. For example, participation in regulatory sandboxes can be made 
contingent on adopting voluntary guidelines. On the other hand, providing clear 
guarantees to firms about intellectual property rights protections for voluntary 
disclosures is another critical incentive to maximise participation88. 

•	 Technical incentives are necessary to promote wider adoption of self-regulatory 
frameworks. For example, the development of simple, user-friendly tools such as 
software development kits and the ease with which they can be integrated into 
their existing applications and services is an important motivator, especially for 
resource-crunched startups to adopt voluntary AI frameworks89. 

•	 Reputational incentives play a significant role, as the recognition that comes 
from publicly showcasing voluntary commitments can enhance an organisation’s 
trustworthiness90. 

To incorporate these incentives into market dynamics, policymakers will have to 
address three main issues: firstly, a large number of target actors significantly 
reduces the feasibility of creating effective incentives, whereas a smaller number of 
participants allow for more tailored and effective incentive mechanisms; secondly, 
incentives must be domain-specific, taking into account factors such as regulatory 
maturity, the existing regulatory landscape, and the risk level associated with the 
sector; thirdly, different incentives may have to be designed for different actors, 
namely small versus large companies, domestic versus foreign entities, consumer-
facing services versus enterprise companies, and so on.
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ALTERNATIVE COMPLIANCE MECHANISMS CAN 
ENHANCE ACCOUNTABILITY 

A central challenge of self-regulation lies in holding firms accountable in the absence 
of legal enforceability. In other words, firms must face meaningful pressure to 
conform. 

Compliance with self-regulatory frameworks generally depends on the credibility of 
the supervising entity and the availability of alternative mechanisms to demonstrate 
compliance. The pressure to conform is often influenced by the perceptions of 
industry stakeholders regarding these regulators. For instance, MeitY and the RBI 
command significant authority, given their ability to assert their statutory authority and 
make legislative interventions, as compared to the TEC91. 

A variety of alternative mechanisms may be utilised to enhance accountability at both 
the organisational and industry-level, as explained below:

•	 Transparency reports: Organisations publish transparency reports, with details 
of red-teaming reports, impact assessments and risk mitigation efforts, allowing 
the public to scrutinise their practices. At the sectoral-level, industry organisations 
can submit periodic reports to regulators, following models such as the RBI’s 
SRO-FT Guidelines92. 

•	 Internal policies: Organisations revise their service terms, internal governance 
frameworks, and operational guidelines to align with voluntary commitments and 
industry standards.

•	 Self-certifications: Organisations seek certification from independent auditors or 
standard-setting bodies, who possess established infrastructure and processes 
for assessing compliance, as currently practiced in the gaming industry.

•	 Peer monitoring: Industry and civil society monitor the actions of ecosystem 
participants and report violations, creating informal but effective accountability 
mechanisms93.

•	 Techno-legal measures: Organisations adopt measures wherein regulatory 
principles are embedded into the design of the system itself, (for eg. consent 
managers)94. 

•	 Committee hearings: Regulators and parliamentarians conduct hearings and ask 
for information to evaluate compliance with voluntary commitments. 
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INSTITUTIONAL CAPACITY MUST BE STRENGTHENED TO 
MAKE SELF-REGULATION EFFECTIVE 

Another key element to making self-regulation effective is a strong institutional 
framework. In the context of AI self-regulation specifically, there are at least three 
types of bodies that may be necessary to  supplement the existing capacity 
constraints: 

1.	 AI Safety Institute: MeitY recently announced the setting up of an AI Safety 
Institute for India (AISI)95. The proposed AISI can play a pivotal role in 
strengthening self-regulation by establishing benchmarks, evaluating and 
comparing transparency reports, and providing guidance to participants on 
compliance with voluntary guidelines96. From an India perspective, focussing on 
post-deployment impacts on vulnerable communities, gathering evidence of harm 
in the local context, and enhancing AI literacy could be useful97. Moreover, the 
initial focus of the AISI should be on research, testing and standardisation rather 
than rulemaking or enforcement98. 

2.	 Technical Advisory Council: There is a gap in technical expertise within 
existing institutions that could compromise the goals of AI self-regulation99. For 
that reason, MeitY’s draft report on AI governance suggests the creation of a 
‘Technical Secretariat’ to  support industry self-regulation100. There is merit in this 
recommendation. A government-led body with sufficient technical expertise could 
issue clear and timely guidance and support the development of benchmarks and 
standards to guide voluntary industry compliance. MeitY’s draft report has limited 
details on what the structure and functions of the proposed Technical Secretariat 
could be.  NITI Aayog’s proposal for a Council for Ethics and Technology (CET) 
is instructive in this regard. It suggests the creation of an independent, multi-
disciplinary advisory body to guide AI policy formulation, produce research, and 
develop risk assessment frameworks and guidelines, similar to the Campus for 
Research Excellence and Technological Enterprise (CREATE) in Singapore or 
Innovate UK101. 

3.	 Self Regulatory Organisations (SROs): Industry-led SROs can promote 
accountability by enforcing self-regulatory codes through bye-laws and other 
internal governance mechanisms. While in India, there is a suggestion for 

These mechanisms collectively enhance accountability by fostering transparency, 
encouraging industry-wide cooperation, and incentivising compliance through non-
legal mechanisms.
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SROs in the financial sector102, there is considerable skepticism on the need for 
SROs for effective AI governance, for a few reasons: first, SRO’s in sectors like 
online gaming, digital media and OTT streaming have faced multiple challenges 
with the government103; second, there is a lack of clear legal authority to set up 
SROs, for example in the case of SROs to tackle misinformation relating to non-
government information under the IT Rules104; and third, SROs are sometimes 
seen as gatekeepers, having disproportionate power in relation to market entry, for 
example in the online gaming industry105. For these reasons, it may be premature 
to establish an SRO for AI governance in India, but could be taken up at a later 
point in time. 
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CONCLUSION

Self-regulation presents both an opportunity and a challenge. This paper outlines 
a structured approach to making AI self-regulation work by defining its core 
principles, assessing stakeholder sentiments, and providing a roadmap for effective 
implementation. While self-regulation remains a useful strategy, its success hinges 
on the right mix of incentives, institutional frameworks, and accountability measures.

As Part I illustrates, self-regulation must be clearly distinguished from co-regulation 
and binding rules to ensure clarity in expectations and responsibilities. This paper 
identifies the essential conditions for self-regulation and highlights the critical role of 
voluntary participation and flexibility.

Part II captures the perspectives of key stakeholders— revealing both alignment 
and friction on the scope and effectiveness of self-regulation. While industry largely 
supports voluntary commitments, civil society remains skeptical of their sufficiency. 
The role of the government in fostering self-regulation while preparing for potential 
future interventions remains a key point of discussion.

As the comparative analysis in Part III demonstrates, India must craft its own self-
regulatory model tailored to its unique socio-economic and technological landscape. 
While global principles provide a reference point, their local adaptation is essential 
for meaningful implementation. The government’s involvement—whether in 
initiating frameworks, facilitating multi-stakeholder dialogue, or endorsing voluntary 
commitments—will be crucial in shaping AI self-regulation in India.

This paper recommends a phased approach to self-regulation, beginning with 
voluntary commitments and gradually expanding to sector-specific standards. 
Voluntary commitments should be strategically designed to support norms 
development, standardisation and wider adoption. To ensure effectiveness, they 
must adopt a light touch approach, remaining principle-based and practical in their 
implementation. AI risk classification should serve as a guiding principle throughout, 
ensuring that self-regulation is applied where appropriate while allowing space for 
more structured oversight where necessary.

Finally, and most critically, AI governance in India must be inclusive and participatory. 
The voices of industry leaders, policymakers, researchers, and civil society 
must shape the trajectory of AI self-regulation. Most immediately, a transparent 
consultation process should be undertaken demonstrating both government and 
industry leadership to make AI self-regulation work for India. 
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